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Abstract

In this paper, we are concerned with the existence and uniqueness of global weak solutions for
the weakly dissipative Dullin-Gottwald-Holm equation describing the unidirectional propagation of
surface waves in shallow water regime:

ut − α2uxxt + c0ux + 3uux + γuxxx + λ(u− α2uxx) = α2(2uxuxx + uuxxx).

Our main conclusion is that on c0 = − γ
α2 and λ ≥ 0, if the initial data satisfies certain sign

conditions, then we show that the equation has corresponding strong solution which exists globally
in time, finally we demonstrate the existence and uniqueness of global weak solutions to the equation.
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1 Introduction

Recently, Novruzov [1] studied the finite-time blowup criteria on the Cauchy problem for the weakly
dissipative Dullin-Gottwald-Holm equation:

ut − α2uxxt + c0ux + 3uux + γuxxx + λ(u− α2uxx)

= α2(2uxuxx + uuxxx), t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,

(1.1)

where the constants α2 (α > 0) and γ
c0

are squares of length scales, c0 ≥ 0 is the linear wave
speed for undisturbed water resting at spatial infinity and u(t, x) stands for the fluid velocity. On
account of the weakly dissipative term λ(u − α2uxx), the Eq.(1.1) is called the weakly dissipative
Dullin-Gottwald-Holm equation.

When α = 1, γ = 0 and λ = 0, Eq.(1.1) becomes the celebrated Camassa-Holm (CH) equation

ut − uxxt + c0ux + 3uux = 2uxuxx + uuxxx, t > 0, x ∈ R, (1.2)

where c0 is a dispersive coefficient related to the critical shallow water speed. Eq.(1.2) was originally
proposed as a model for the unidirectional propagation of shallow water waves over a flat bottom
and u(t, x) is the the fluid velocity at time t in the spatial x direction [2, 3]. A rigorous justification
of the derivation of the Camassa-Holm equation as an approach to the governing equations for water
waves was provided by Constantin and Lannes [4]. Eq.(1.2) was also found independently as a model
for nonlinear waves in cylindrical hyperelastic rods [5]. It was claimed in [6] that the equation might
be relevant to the modeling of tsunami, also see the discussion in [7]. In the last 30 years, the CH
equation and its various generalizations were intensively studied in the PDE community due to its
many very interesting and remarkable properties: complete integrability in the sense of an infinite-
dimensional Hamiltonian systems [2, 8], existence of peakon and multi-peakon [2, 9], geometric
formulations [10, 11, 12], existence of both permanent waves and breaking waves [13, 14, 15, 16],
uniqueness of the periodic case of the weak solutions [17], uniqueness of dissipative solution for CH
equation with peakon-antipeakon initial data [18]. We recommend [19, 20] to interested readers
in order to study the Cauchy problem for fractional CH equation and generalized fractional CH
equation in Besov space.

Series interesting results on the blowup issues for the CH type equations have been obtained by
Brandolese and his collaborators. To the best of our knowledge, these blowup criterion are sharp
(some details can be found in [21]). Their results highlights how local structure of the solution
affects the blow-up. A key observation in his argument is that the convolution terms are quadratic
and positively definite, therefore the nonlocal integration can be estimated below by local terms.

When λ = 0, Eq.(1.1) becomes the Dullin-Gottwald-Holm(DGH) [22] equation providing a model
to describe the unidirectional propagation of surface waves in a shallow water regime. The equation
was derived by the method of asymptotic analysis and a near-identity normal form transformation
from water wave theory. Recently, several global existence for strong solutions to the DGH equation
on the line was studied by Z. Y. Yin [23] and on the circle was presented in [24]. The DGH equation
has global solutions [25, 23]. On the other hand, it has low regularity solutions [26] and global weak
solutions [27].

Our aim, in this paper, is to prove the existence and uniqueness of global weak solutions to Eq.(1.1)
provided the initial data satisfies certain conditions.

The remainder of the paper is organized as follows. Main Results and Notation will be shown in
Section 2. Some preliminary results on Eq.(1.1), such as the local well-posedness of the Cauchy
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problem of Eq.(1.1) and global solution to Eq.(1.1), are addressed in Section 3. In the last section,
we demonstrate the existence and uniqueness of global weak solutions to Eq.(1.1) provided the
initial data satisfies appropriate conditions.

2 Main Results and Notation

Observe that, Setting

F (u) :=

(
u2

2
− γ

α2
u

)
+ p ∗

(
u2 +

α2

2
u2
x +

(
c0 +

γ

α2

)
u

)
,

where p(x) := 1
2α
e−| x

α
|. Then, the weak solution of Eq.(1.1) is defined by

Definition 1.1. Let u0 ∈ H1(R) and u ∈ L∞
loc

(
[0, T );H1(R)

)
satisfies the following identity∫ T

0

∫
R
(uψt − λuψ + F (u)ψx) dxdt+

∫
R
u0(x)ψ(0, x)dx = 0,

for all ψ ∈ C∞
c ([0, T )× R), where C∞

c ([0, T )× R) denotes the space of all functions on [0, T )× R,
which may be obtained as the restriction on [0, T ) × R of a smooth function on R2 with compact
support contained in (−T, T ) × R, then u is called a weak solution to Eq.(1.1). If u is a weak
solution on [0, T ) for every T > 0, then it is called the global weak solution to Eq.(1.1).

The following result proved in [28] clarifies the relation between strong and weak solutions.

Proposition 1.1. Every strong solution is a weak solution. Furthermore, if u is a weak solution
and u ∈ C ([0, T );Hs(R)) ∩ C1

(
[0, T );Hs−1(R)

)
, s > 3

2
, then it is a strong solution.

Next, the result of global weak solutions is

Theorem 2.1. Let γ = −c0α2 and λ ≥ 0. Assume that u0 ∈ H1(R) and y0 := (u0−u0,xx) ∈ M(R).
Assume further that there exists x0 ∈ R such that

suppy−0 ⊂ (−∞, x0) and suppy+0 ⊂ (x0,∞).

Then Eq.(1.1) has a unique weak solution

u ∈W 1,∞
loc (R+ × R) ∩ L∞

loc

(
R+;H

1(R)
)

with initial data u(0) = u0, moreover the unique weak solution

u ∈ C(R+;H
1(R)) ∩ C1(R+;L

2(R))

and
y(t, ·) :=

(
u(t, ·)− α2uxx(t, ·)

)
∈ L∞

loc (R+;M(R)) .

Remark 2.1. Let us comment on the proof of Theorem 1.1. With the Lemma 3.4, we know that there
exists a unique global solution u to Eq.(1.1) in the space C([0,∞);Hs(R)) ∩ C1([0,∞);Hs−1(R)),
when γ = −c0α2, λ ≥ 0 and the initial data u0 satisfies a certain sign condition. To prove the
existence of the global weak solutions to Eq(1.1), we make a suitable approximation of the initial
data u0 ∈ H1(R) by smooth functions un

0 which produces a sequence of global solutions un(t, ·) of
Eq.(1.1) in Hs(R), s > 3

2
, then we prove that there is a subsequence of {un}n≥1 which converges

pointwise a.e. to a function u ∈ H1
loc(R×R) that satisfies Eq.(1.1) in the sense of distributions. By

Gronwall’s inequality, the uniqueness of global weak solutions to Eq.(1.1) can be obtained. Note that
if λ = 0, the Theorem 1.1 is reduced to the global weak solutions for Dullin-Gottwald-Holm equation
presented in [27].
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Notation: In the following, for a given Banach space X, we denote its norm by ∥ · ∥X . For
1 ≤ p ≤ ∞, the norm in the space Lp(R) will be denoted by ∥ · ∥Lp and ∥ · ∥Hs will stand for the
norm in the classical Sobolev spaces Hs(R) for s ≥ 0. We denote by ∗ the spatial convolution. We
use (·|·) to represent the standard inner product in L2(R). The duality paring between H1(R) and
H−1(R) is denoted by ⟨·, ·⟩. Let M(R) be the space of Radon measures on R with bounded total
variation and M+(R) be the subset of positive measures. Finally, we write BV (R) for the space of
functions with bounded total variation and V(f) for the total variation of f ∈ BV (R). We denote

p(x) := 1
2α
e−| x

α
| the fundamental solution of

(
1− α2∂2

x

)−1
on R and define the two convolution

operators p+ , p− as

p+ ∗ f(x) = e−
x
α

2α

∫ x

−∞
e

y
α f(y)dy,

p− ∗ f(x) = e
x
α

2α

∫ +∞

x

e−
y
α f(y)dy.

Then p = p+ + p−, px = 1
α
p− − 1

α
p+. We also recommend [29, 30, 31] to interested readers in order

to study the Sobolev embedding theorem which will be widely used in the following sections.

3 Preliminaries

In this section, we will recall several useful results in order to prove the main results.

With y := u−α2uxx, α > 0, Eq.(1.1) takes the form of a quasilinear evolution equation of hyperbolic
type {

yt + (u− γ
α2 )yx + (λ+ 2ux)y + (c0 +

γ
α2 )ux = 0, t > 0, x ∈ R,

y(0, x) = u0(x)− α2u0,xx(x), x ∈ R.
(3.1)

Note that if p(x) := 1
2α
e−| x

α
|, then (1 − α2∂2

x)
−1f = p ∗ f for all f ∈ L2(R) and p ∗ y = u. Using

this identity, we can rewrite Eq.(3.1) as the equivalent equation{
ut + (u− γ

α2 )ux = −∂xp ∗
(
u2 + α2

2
u2
x + (c0 +

γ
α2 )u

)
− λu, t > 0, x ∈ R,

u(0, x) = u0(x), x ∈ R.
(3.2)

The local well-posedness of Cauchy problem for Eq.(3.2) with initial data u0 ∈ Hs(R), s > 3
2
, can

be obtained by applying Kato’s theorem [32]. In fact, we have following well-posedness result.

Lemma 3.1. [1] Given u0 ∈ Hs(R), s > 3
2
, there exist a maximal T = T (u0, α, c0, γ, λ)

> 0 and a unique solution u to Eq.(3.2), such that

u = u(·, u0(x)) ∈ C([0, T );Hs(R)) ∩ C1([0, T );Hs−1(R)).

Moreover, the solution depends continuously on the initial data, i.e. the mapping

u0 → u(·, u0(x)) : H
s(R) → C([0, T );Hs(R)) ∩ C1([0, T );Hs−1(R))

is continuous and the maximal time of existence T > 0 can be chosen to be independent of s.

The following lemma gives the precise blowup scenario.

Lemma 3.2. [1] Given u0 ∈ Hs(R), s > 3
2
, the solution u = u(·, u0(x)) of Eq.(3.2) blows up in a

finite time T > 0 if and only if

lim inf
t→T

(
inf
x∈R

[ux(x, t)]

)
→ −∞.
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The next lemma, which was addressed in [1], plays a role of conservation laws in the proof of the
main results and can be easily proved by integration by parts.

Lemma 3.3. Let u0 ∈ Hs(R), s ≥ 3 and T > 0 be the maximal existence time of the corresponding
solution u to Eq.(1.1). Then we have∫

R
(u2 + α2u2

x)dx = e−2λt

∫
R
(u2

0 + α2u2
0,x)dx, ∀ t ∈ [0, T ). (3.3)

Proof. In view of Eq.(1.1), it is easy to see that

d

dt

∫
R

(
u2 + α2u2

x

)
dx =

∫
R

(
2uut + 2α2uxuxt

)
dx =

∫
R
2u

(
ut − α2uxxt

)
dx

= 2

∫
R
u
[
α2(2uxuxx + uuxxx)− c0ux − 3uux − γuxxx − λ(u− α2uxx)

]
dx

= −2λ

∫
R
u[u− α2uxx]dx = −2λ

∫
R

(
u2 + α2u2

x

)
dx,

this completes the proof of Lemma 3.3.

Next, we consider the following differential equation:{
qt(t, x) = u(t, q(t, x))− γ

α2 , t ∈ [0, T ),

q(0, x) = x, x ∈ R.
(3.4)

A direct calculation shows that{
dqx(t, x)

dt
= ux(t, q(t, x))qx, t ∈ [0, T ),

qx(0, x) = 1, x ∈ R.
(3.5)

Applying classical results in the theory of ordinary differential equations, one can show that the
map q(t, ·) is an increasing diffeomorphism of R with

qx(t, x) = exp

(∫ t

0

ux(s, q(s, x))ds

)
> 0, ∀(t, x) ∈ [0, T )× R,

where u(t, x) is the corresponding strong solution to Eq.(3.4). From Eq.(3.5), we define k = c0+
γ
α2 ,

then

d

dt

(
y(t, q(t, x))q2x(t, x)

)
= yt(q)q

2
x + yxqtq

2
x + 2y(q)qxqxt = −λyq2x − kuxq

2
x.

If k = 0, then y(t, q(t, x))q2x(t, x) = e−λty0(x)q
2
x(0, x) = e−λty0(x), we can obtain the identity

connecting the same sign of potential y = u− α2uxx at time t with the same sign of y0.

Next, we will show the proof of the global solution u to Eq.(3.2) in C([0,∞);Hs(R))∩C1([0,∞);Hs−1(R)).

Lemma 3.4. Let γ = −c0α2 and λ ≥ 0. Assume u0 ∈ Hs(R), s > 3
2

is such that y0(x) =
u0 − α2u0,xx satisfies y0(x) ≤ 0 for x ∈ (−∞, x0] , y0(x) ≥ 0 for x ∈ [x0,∞) for some point
x0 ∈ R and y0 changes the sign. Then there exists a unique global solution u of Eq.(3.2) in
C([0,∞);Hs(R)) ∩ C1([0,∞);Hs−1(R)). Moreover,

ux(t, x) ≥ − 1

α
|u(t, x)|

and

ux(t, x) ≥ − 1

α
∥u(t, x)∥L∞ ≥ − 1

α

max(1, α)

min(1, α)
∥u0∥H1 , (t, x) ∈ [0,∞)× R.
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Proof. Since q(t, x) is an increasing diffeomorphism of R for t ∈ [0, T ), it is easy to see that{
y(t, x) ≤ 0, if x ≤ q(t, x0),

y(t, x) ≥ 0, if x ≥ q(t, x0)
(3.6)

and y(t, q(t, x0)) = 0, t ∈ [0, T ). With p(x) := 1
2α
e−| x

α
| the fundamental solution of

(
1− α2∂2

x

)−1

on R, the two convolution operators p+ , p− are defined as

p+ ∗ f(x) = e−
x
α

2α

∫ x

−∞
e

y
α f(y)dy,

p− ∗ f(x) = e
x
α

2α

∫ +∞

x

e−
y
α f(y)dy,

then p = p+ + p−, px = 1
α
p− − 1

α
p+ = 1

α
p − 2

α
p+ = 2

α
p− − 1

α
p. Note that y := u − α2uxx and

u(t, x) = p ∗ y(t, x), x ∈ R, it follows that

ux(t, x) =
1

α
u(t, x)− 2

α
p+ ∗ y(t, x)

=
2

α
p− ∗ y(t, x)− 1

α
u(t, x).

As a consequence, it can be deduced from the above equations and (3.6) that for x ≥ q(t, x0),

ux(t, x) =
2

α
p− ∗ y(t, x)− 1

α
u(t, x)

= − 1

α
u(t, x) +

1

α2
e

x
α

∫ +∞

x

e−
z
α y(t, z)dz ≥ − 1

α
u(t, x),

while, for x ≤ q(t, x0),

ux(t, x) =
1

α
u(t, x)− 2

α
p+ ∗ y(t, x)

=
1

α
u(t, x)− 1

α2
e−

x
α

∫ x

−∞
e

z
α y(t, z)dz ≥ 1

α
u(t, x).

By (3.3), the above two inequalities and the Sobolev embedding theorem [29, 30, 31], we obtain

ux(t, x) ≥ − 1

α
∥u(t, ·)∥L∞ ≥ − 1

α

max(1, α)

min(1, α)
∥u0∥H1 , (t, x) ∈ [0,∞)× R. (3.7)

In view of Lemma 3.2, this shows the existence time T = ∞ and the proof of Lemma 3.4 is
completed.

Let us now recall a partial integration result for spaces (below ⟨·, ·⟩ is the H−1(R) duality bracket).

Lemma 3.5. [33] Let T > 0. If

f, g ∈ L2((0, T );H1(R)) and
df

dt
,
dg

dt
∈ L2((0, T );H−1(R)),

then f, g are a.e. equal to a function continuous from [0, T ] into L2(R) and

⟨f(t), g(t)⟩ − ⟨f(s), g(s)⟩ =
∫ t

s

⟨
df(τ)

dτ
, g(τ)

⟩
dτ +

∫ t

s

⟨
dg(τ)

dτ
, f(τ)

⟩
dτ,

for all t, s ∈ [0, T ].
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Throughout this paper, we will employ the mollifiers which are denoted by {ρn}n≥1,

ρn(x) :=

(∫
R
ρ(ξ)dξ

)−1

nρ(nx), x ∈ R, n ≥ 1,

where ρ ∈ C∞
c (R) is defined by

ρ(x) :=

{
e

1
x2−1 , for |x| < 1,

0, for |x| ≥ 1.

Then we have the following auxiliary result which plays a key role in the proof of unique global
weak solutions.

Lemma 3.6. [34]
(a). Let f : R → R be uniformly continuous and bounded.

(i) If µ ∈ M(R), then

lim
n→∞

[ρn ∗ (fµ)− (ρn ∗ f)(ρn ∗ µ)] = 0 in L1(R).

(ii) If g ∈ L∞(R), then

lim
n→∞

[ρn ∗ (fg)− (ρn ∗ f)(ρn ∗ g)] = 0 in L∞(R).

(b). Assume that u(t, ·) ∈ W 1,1(R) is uniformly bounded in W 1,1(R) for all t ∈ R+. Then for a.e.
t ∈ R+

d

dt

∫
R
|ρn ∗ u|dx =

∫
R
|ρn ∗ ut|sgn(ρn ∗ u)dx

and
d

dt

∫
R
|ρn ∗ ux|dx =

∫
R
|ρn ∗ uxt|sgn(ρn ∗ ux)dx.

4 Global Weak Solutions

The last section will show that there exists unique global weak solutions to Eq.(3.2).

4.1 Proof of Theorem 2.1

Before proceeding with the existence of global weak solutions, it still requires to put the following
lemma in the first place, which will be effectively applied in the following analysis.

Lemma 4.1. Let c0 = − γ
α2 , λ ≥ 0. Assume u0 ∈ Hs(R), s ≥ 3 and that there exists x0 ∈ R such

that {
y0(x) ≤ 0, if x ≤ x0,

y0(x) ≥ 0, if x ≥ x0.
(4.1)

Then the corresponding strong solution u to Eq.(3.2) satisfies

(i) ∥u(t, ·)∥L∞ ≤ max(1, α)

min(1, α)
∥u0∥H1 ,

(ii) ∥ux(t, ·)∥L∞ ≤ 1

2α2
∥y(t, ·)∥L1 ,

(iii) ∥u(t, ·)∥L1 ≤ ∥y(t, ·)∥L1 ,

(iv) ∥ux(t, ·)∥L1 ≤ 1

α
∥y(t, ·)∥L1 .
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Moreover, if y0 ∈ L1(R), then y ∈ C1
(
R ; L1(R)

)
and

∥y(t, ·)∥L1 ≤ e

[
1
α

max(1,α)
min(1,α)

∥u0∥H1+λ
]
t∥y0∥L1 .

Proof. By Lemma 3.3 and Sobolev’s embedding theorem [29, 30, 31], we have

∥u(t, ·)∥L∞ ≤ ∥u(t, ·)∥H1 ≤ max(1, α)

min(1, α)
∥u0∥H1 .

Since y(t, x) := u(t, x) − α2uxx(t, x), it follows that u = p ∗ y and ux = px ∗ y. Note that
∥px∥L∞ = 1

2α2 , ∥p∥L1 = 1 and ∥px∥L1 = 1
α
. With Young’s inequality, (ii)-(iv) are clear.

With the hypothesis of Lemma 4.1, (3.1) clarifies that yt := −(u − γ
α2 )yx − (λ + 2ux)y. Since

u ∈ C (R+;H
s(R)) ∩ C1

(
R+;H

s−1(R)
)
, s > 3 and y(t, x) := u(t, x) − α2uxx(t, x), it follows that

yt ∈ C
(
R+;L

1(R)
)
. Note that y0 ∈ L1(R) and y ∈ C1

(
R+;L

2(R)
)
. Then it is easy to deduce that

y ∈ C1
(
R+ ; L1(R)

)
.

Since y0(x0) = 0, it follows from y(t, q(t, x))q2x(t, x) = e−λty0(x) that y (t, q(t, x0)) = 0. Based on
this relation and yt := −(u− γ

α2 )yx − (λ+ 2ux)y, in view of Lemma 3.4, it follows that

d

dt

∫
R
y+dx =

d

dt

∫ ∞

q(t,x0)

ydx =

∫ ∞

q(t,x0)

−(u− γ

α2
)yx − 2yux − λydx

=

∫ ∞

q(t,x0)

−yux − λydx

≤
(
sup
x∈R

(−ux) + λ

)∫
R
y+dx.

In view of Lemma 3.3, (3.7) and Sobolev embedding [29, 30, 31], then

sup
x∈R

(−ux) ≤
1

α
∥u(t, ·)∥L∞ ≤ 1

α
∥u(t, ·)∥H1 ≤ 1

α

max(1, α)

min(1, α)
∥u0∥H1 .

Thus, it follows that

d

dt

∫
R
y+dx ≤

(
1

α

max(1, α)

min(1, α)
∥u0∥H1 + λ

)∫
R
y+dx.

By Gronwall’s inequality, we can obtain∫
R
y+dx ≤ e

[
1
α

max(1,α)
min(1,α)

∥u0∥H1+λ
]
t
∫
R
y+0 dx.

Repeating the above proof, the same estimate for y− is available. The proof of Lemma 4.1 is
completed.

Next, we will show the main result-Theorem 2.1.

Proof of Theorem 2.1. We split the proof of the theorem in two parts:

Part I: Existence proof. To show the existence of global weak solution we proceed in several steps:

Step (i). We make a suitable approximation of the initial data u0 ∈ H1(R) by smooth functions un
0

which produces a sequence of global solutions un(t, ·) of Eq.(3.2) in Hs(R), s > 3
2
, then we prove

that there is a subsequence of {un}n≥1 which converges pointwise a.e. to a function u ∈ H1
loc(R×R)

that satisfies Eq.(3.2) in the sense of distributions.
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Assume that y0 := (u0 − u0,xx) ∈ M(R). Then the relation u0 = p ∗ y0 holds true. By Fubini’s
theorem and Young’s inequality, then

∥u0∥L1 = ∥p ∗ y0∥L1 = sup
φ∈L∞(R)
∥φ∥L∞ (R)≤1

∫
R
φ(x) (p ∗ y0) (x)dx

= sup
φ∈L∞(R)
∥φ∥L∞ (R)≤1

∫
R
φ(x)

∫
R
p(x− ξ)dy0(x)dx

= sup
φ∈L∞(R)
∥φ∥L∞ (R)≤1

∫
R
(p ∗ φ) (ξ)dy0(ξ)

≤ sup
φ∈L∞(R)
∥φ∥L∞ (R)≤1

∥p ∗ φ∥L∞∥y0∥M

≤ sup
φ∈L∞(R)
∥φ∥L∞ (R)≤1

∥p∥L1∥φ∥L∞∥y0∥M

= ∥y0∥M.

(4.2)

Observe that, setting

yn0 = l

(
− 1

n

)
(ρn ∗ y+0 )− l

(
1

n

)
(ρn ∗ y−0 ),

where l(r) denotes the right translations by r ∈ R, i.e., l(r)f(x) = f(x+ r). Due to the definition of
ρn and the assumptions of the theorem, we get supp(ρn ∗ y−0 ) ⊂ (−∞, x0 +

1
n
] and supp(ρn ∗ y+0 ) ⊂

[x0 − 1
n
,∞). Therefore, it follows that{

yn0 (x) ≤ 0, if x ≤ x0,

yn0 (x) ≥ 0, if x ≥ x0.
(4.3)

Let us define un
0 := p ∗ yn0 ∈ H∞(R) for n ≥ 1. By Lemma 3.2, Lemma 3.4 and (4.3), we obtain

global strong solutions

un = un(·, un
0 ) ∈ C([0,∞);Hs(R)) ∩ C1([0,∞);Hs−1(R))

for each s > 3
2
and all (t, x) ∈ R+ × R. Note that p ∗ yn±

0 ∈ H1(R) and ∥l(∓ 1
n
)ρn∥L1 = 1. Since

supp(l(∓ 1
n
)ρn) → {0} as n→ ∞, it can be found that

un
0 = p ∗ yn0 = p ∗

[
l

(
− 1

n

)
(ρn ∗ y+0 )− l

(
1

n

)
(ρn ∗ y−0 )

]
= l

(
− 1

n

)(
p ∗ (ρn ∗ y+0 )

)
− l

(
1

n

)(
p ∗ (ρn ∗ y−0 )

)
→ p ∗ y+0 − p ∗ y−0 = u0 in H1(R) as n→ ∞.

(4.4)

With Young’s inequality, in view of (4.2), we obtain for all n ≥ 1

∥un
0 ∥L1 =

∥∥∥∥l(− 1

n

)(
p ∗ (ρn ∗ y+0 )

)
− l

(
1

n

)(
p ∗ (ρn ∗ y−0 )

)∥∥∥∥
L1

≤
∥∥∥∥l(− 1

n

)(
ρn ∗ (p ∗ y+0 )

)∥∥∥∥
L1

+

∥∥∥∥l( 1

n

)(
ρn ∗ (p ∗ y−0 )

)∥∥∥∥
L1

≤
∥∥∥∥l(− 1

n

)
ρn

∥∥∥∥
L1

∥p ∗ y+0 ∥L1 +

∥∥∥∥l( 1

n

)
ρn

∥∥∥∥
L1

∥p ∗ y−0 ∥L1

≤ ∥p∥L1∥y+0 ∥M + ∥p∥L1∥y−0 ∥M = ∥y0∥M.

(4.5)
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Similarly, we can obtain the following estimates

∥un
0 ∥L2 ≤ ∥p∥L2∥y+0 ∥M + ∥p∥L2∥y−0 ∥M = ∥p∥L2∥y0∥M,

∥un
0 ∥L∞ ≤ ∥p∥L∞∥y+0 ∥M + ∥p∥L∞∥y−0 ∥M =

1

2α
∥y0∥M,

∥un
0 ∥H1 ≤ ∥p∥H1∥y+0 ∥M + ∥p∥H1∥y−0 ∥M = ∥p∥H1∥y0∥M,

∥yn0 ∥L1 ≤
∥∥∥∥l(− 1

n

)
ρn

∥∥∥∥
L∞

∥y+0 ∥M +

∥∥∥∥l( 1

n

)
ρn

∥∥∥∥
L∞

∥y−0 ∥M = ∥y0∥M.

(4.6)

By virtue of Lemma 3.3, Lemma 3.4 and (4.6), then

∥un(t, ·)∥L∞ ≤ ∥un(t, ·)∥H1 ≤ max(1, α)

min(1, α)
∥un

0 ∥H1

≤ max(1, α)

min(1, α)
∥p∥H1∥y0∥M,

(4.7)

∥un(t, ·)∥L2 ≤ ∥un(t, ·)∥H1 ≤ max(1, α)

min(1, α)
∥un

0 ∥H1

≤ max(1, α)

min(1, α)
∥p∥H1∥y0∥M,

(4.8)

∥un
x(t, ·)∥L2 ≤ ∥un(t, ·)∥H1 ≤ max(1, α)

min(1, α)
∥un

0 ∥H1

≤ max(1, α)

min(1, α)
∥p∥H1∥y0∥M.

(4.9)

The above inequalities imply that∥∥∥un
x(t)

(
un(t)− γ

α2

)∥∥∥
L2

≤ ∥un(t)un
x(t)∥L2 + ∥ γ

α2
un
x(t)∥L2

≤
(
∥un(t)∥L∞ +

γ

α2

)
∥un

x(t)∥L2

≤ γ

α2

max(1, α)

min(1, α)
∥p∥H1∥y0∥M +

(
max(1, α)

min(1, α)

)2

∥p∥2H1∥y0∥2M,

(4.10)

for all t ≥ 0 and n ≥ 1. With Young’s inequality and Lemma 3.3, then

∥∥∥∂xp ∗ ([un(t)]2 +
α2

2
[un

x(t)]
2

)∥∥∥
L2

≤ ∥px∥L2

∥∥∥∥[un(t)]2 +
α2

2
[un

x(t)]
2

∥∥∥∥
L1

≤ max(1,
α2

2
)∥px∥L2∥un(t)∥2H1

≤ max(1,
α2

2
)

[
max(1, α)

min(1, α)

]2

∥px∥L2∥p∥2H1∥y0∥2M.

(4.11)

By (4.8), (4.10), (4.11) and Eq.(3.2), we find that

∥∥∥ d
dt
un(t, ·)

∥∥∥
L2

= ∥un
t (t, ·)∥L2 ≤ Q1 +Q2 +Q3, (4.12)

for all t ≥ 0 and n ≥ 1. Here
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Q1 = λ
max(1, α)

min(1, α)
∥p∥H1∥y0∥M,

Q2 =

(
max(1, α)

min(1, α)
∥p∥H1∥y0∥M +

γ

α2

)
max(1, α)

min(1, α)
∥p∥H1∥y0∥M,

Q3 = max(1,
α2

2
)

[
max(1, α)

min(1, α)

]2

∥px∥L2∥p∥2H1∥y0∥2M.

For fixed T > 0, with (4.8),(4.9) and (4.12), we have∫ T

0

∫
R

(
[un(t, ·)]2 + [un

x(t, ·)]2 + [un
t (t, ·)]2

)
dxdt ≤ K, (4.13)

where K is a positive constant depending only on α, γ, λ, ∥p∥H1 , ∥px∥L2 , ∥y0∥M and T . Therefore
the sequence {un}n≥1 is uniformly bounded in the space H1 ((0, T )× R) . Thus, we can extract a
subsequence such that

unk ⇀ u weakly in H1 ((0, T )× R) for nk → ∞ (4.14)

and

unk → u a.e. on ((0, T )× R) for nk → ∞, (4.15)

for some u ∈ H1 ((0, T )× R) . Given t ∈ (0, T ), it follows Lemma 4.1 and (4.5) that u
nk
x (t, ·) ∈

BV (R) with

V [un
x(t, ·)] = ∥unk

xx (t, ·)∥L1 ≤ α−2 (∥unk (t, ·)∥L1 + ∥ynk (t, ·)∥L1)

≤ 2α−2∥ynk(t, ·)∥L1

≤ 2α−2e

[
1
α

max(1,α)
min(1,α)

∥u0∥H1+λ
]
t∥y0∥L1

≤ 2α−2e

[
1
α

max(1,α)
min(1,α)

∥u0∥H1+λ
]
t∥y0∥M.

(4.16)

Using Young’s inequality and relation u
nk
x (t, ·) = px ∗ ynk(t, ·), we can obtain

∥unk
x (t, ·)∥L∞ = ∥px ∗ ynk (t, ·)∥L∞

≤ ∥px∥L∞∥ynk(t, ·)∥L1

≤ 1

2α2
e

[
1
α

max(1,α)
min(1,α)

∥u0∥H1+λ
]
t∥y0∥M.

(4.17)

By Helly’s theorem [35], there exists a subsequence,again denoted by {unk
x (t, ·)}nk≥1, which converges

at every point to some function v(t, ·) of finite variation with

V[v(t, ·)] ≤ 2α−2e

[
1
α

max(1,α)
min(1,α)

∥u0∥H1+λ
]
T ∥y0∥M.

In view of (4.15), we have that for almost all t ∈ (0, T ), u
nk
x (t, ·) → ux(t, ·) as nk → ∞, in D′(R).

This enables us to identify v(t, ·) with ux(t, ·) for a.e. t ∈ (0, T ).Therefore,

unk
x → ux a.e. on (0, T )× R for nk → ∞ (4.18)

and for a.e. t ∈ (0, T ),

V[ux(t, ·)] = ∥uxx(t, ·)∥M ≤ 2α−2e

[
1
α

max(1,α)
min(1,α)

∥u0∥H1+λ
]
T ∥y0∥M. (4.19)

With Lemma 4.1, (4.7)-(4.9) and (4.17), we get
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∥∥∥ [un(t)]2 +
α2

2
[un

x(t)]
2
∥∥∥
L2

≤ ∥un(t)∥L∞∥un(t)∥L2 +
α2

2
∥un

x(t)∥L∞∥un
x(t)∥L2

≤
(
max(1, α)

min(1, α)

)2

∥p∥2H1∥y0∥2M

+
1

4

max(1, α)

min(1, α)
e

[
1
α

max(1,α)
min(1,α)

∥u0∥H1+λ
]
T ∥p∥H1∥y0∥2M.

(4.20)

For t ∈ (0, T ), the sequence {[un(t)]2 + α2

2
[un

x(t)]
2}n≥1 is uniformly bounded in L2(R). Therefore,

it has a sequence, denoted again {[un(t)]2 + α2

2
[un

x(t)]
2}n≥1, converging weakly in L2(R). For a.e.

t ∈ (0, T ), we denote from (4.15) and (4.18) that the weak L2(R)−limit is
(
[u(t, ·)]2+ α2

2
[ux(t, ·)]2

)
.

As px ∈ L2(R), a.e. on (0, T )× R, then

∂xp ∗
(
[unk (t)]2 +

α2

2
[unk

x (t)]2
)

→ ∂xp ∗
(
u2 +

α2

2
u2
x

)
as nk → ∞. (4.21)

From (4.15), (4.18) and (4.21), we obtain that u satisfies Eq.(3.2) in D′ ((0, T )× R) .

Step (ii). Showing that u ∈W 1,∞
loc (R+ × R) ∩ L∞

loc

(
R+;H

1(R)
)
, then we prove

u ∈ C(R+;H
1(R)) ∩ C1(R+;L

2(R)).

From(4.12) and (4.20), we infer that the sequence {unk
t (t, ·)}nk≥1 and {unk(t, ·)}nk≥1 are uniformly

bounded in L2(R) and H1(R), separately, for all t ∈ R+ and k ∈ N. Hence the family t 7→ unk ∈
H1(R) is weakly equicontinuous on [0, T ] for any T > 0. Applying Arela-Ascoli theorem that
{unk}nk≥1 contains a subsequence, we denote again by {unk}nk≥1, which converges weakly in
H1(R), uniformly in t ∈ [0, T ). The limit function is u and is locally weakly continuous from R+

into H1(R), i.e.,

u ∈ Cω
loc

(
R+;H

1(R)
)
.

Since for a.e. t ∈ R+, u
nk(t, ·)⇀ u(t, ·) weakly in H1(R). From (4.8), (4.9), we have

∥u(t, ·)∥H1 ≤ lim inf
nk→∞

∥unk (t, ·)∥H1 ≤ lim inf
nk→∞

max(1, α)

min(1, α)
∥p∥H1∥y0∥M

=
max(1, α)

min(1, α)
∥p∥H1∥y0∥M,

for a.e. t ∈ R+. The previous relation implies that u ∈ L∞
loc(R+ × R). By (4.17) and (4.18), for all

t ∈ R+, we have

∥ux(t, ·)∥L∞ ≤ 1

2α2
e

[
1
α

max(1,α)
min(1,α)

∥u0∥H1+λ
]
t∥y0∥M.

According to the above inequality, we deduce that ux ∈ L∞
loc(R+ × R). Then one can easily deduce

that u ∈W 1,∞
loc (R+ × R) ∩ L∞

loc

(
R+;H

1(R)
)
. Note that

min(1, α2)∥u∥2H1 ≤
∫
R

(
u2 + α2u2

x

)
dx ≤ max(1, α2)∥u∥2H1 ,

we define ∥u∥21,α :=
∫
R

(
u2 + α2u2

x

)
dx and make ∥u∥21,α as an equivalent norm of H1(R). Observe

that

∥u(t)− u(s)∥2H1 ≤ max(1, α2)

min(1, α2)
∥u(t)− u(s)∥21,α, for t, s ∈ R+
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and

∥u(t)− u(s)∥21,α = ∥u(t)∥21,α − 2 (u(t), u(s))1,α + ∥u(s)∥21,α, for t, s ∈ R+.

By Lemma 3.3, we have
∫
R(u

2 + α2u2
x)dx = e−2λt

∫
R(u

2
0 + α2u2

0,x)dx, ∀t ∈ [0, T ), that is

∥u(t)− u(s)∥2H1 ≤ max(1, α2)

min(1, α2)

(
2e−2λt∥u0∥21,α − 2 (u(t), u(s))1,α

)
, for t, s ∈ R+,

the scalar product in the last line converges to

∥u(t)∥21,α = e−2λt∥u0∥21,α, as s→ t,

we conclude that u ∈ C(R+;H
1(R)). From Eq.(3.2) and Young’s inequality, we get u ∈ C1(R+;L

2(R)).

Step (iii). Showing that y ∈ L∞
loc (R+;M(R)) .

Note that

L1(R) ⊂ (L∞(R))∗ ⊂ (C0(R))∗ = M(R).
By Lemma 4.1 and (4.19), for a.e. t ∈ R+, then∥∥∥u(t, ·)− α2uxx(t, ·)

∥∥∥
M(R)

≤ ∥u(t, ·)∥L1 + α2∥uxx(t, ·)∥M(R)

≤ ∥y(t, ·)∥L1 + α2∥uxx(t, ·)∥M(R)

≤ 3e

[
1
α

max(1,α)
min(1,α)

∥u0∥H1+λ
]
t∥y0∥M,

the above inequality implies that(
u(t, ·)− α2uxx(t, ·)

)
∈ L∞

loc (R+;M(R)) .
Part II: uniqueness proof. Let u, v ∈ C(R+;H

1(R)) ∩ C1(R+;L
2(R)) be two global weak

solutions of Eq.(3.2) with the same initial data u0 such that(
u(t, ·)− α2uxx(t, ·)

)
∈ L∞

loc (R+;M(R))
and (

v(t, ·)− α2vxx(t, ·)
)
∈ L∞

loc (R+;M(R)) .
Fix T > 0, then we define

M(T ) := sup
t∈[0,T ]

(
∥u(t, ·)− α2uxx(t, ·)∥M + ∥v(t, ·)− α2vxx(t, ·)∥M

)
.

Under the assumption on the theorem, we get the M(T ) < ∞. With ∥p∥L∞ = 1
2α
, ∥px∥L∞ = 1

2α2 ,
∥p∥L1 = 1 and ∥px∥L1 = 1

α
, it follows that

|u(t, x)| = |p ∗
[
u(t, ·)− α2uxx(t, ·)

]
(x)|

≤ ∥p∥L∞∥u(t, ·)− α2uxx(t, ·)∥M ≤ M(T )

2α

(4.22)

and

|ux(t, x)| = |px ∗
[
u(t, ·)− α2uxx(t, ·)

]
(x)|

≤ ∥px∥L∞∥u(t, ·)− α2uxx(t, ·)∥M ≤ M(T )

2α2
,

(4.23)
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for all (t, x) ∈ [0, T ]× R. Similarly,

|v(t, x)| ≤ M(T )

2α
, |vx(t, x)| ≤

M(T )

2α2
, (t, x) ∈ [0, T ]× R. (4.24)

In view of (4.2), we have

∥u(t, ·)∥L1 = ∥p ∗
[
u(t, ·)− α2uxx(t, ·)

]
∥M ≤M(T ), (4.25)

∥ux(t, ·)∥L1 = ∥px ∗
[
u(t, ·)− α2uxx(t, ·)

]
∥M ≤ M(T )

α
, (4.26)

for all (t, x) ∈ [0, T ]× R. Similarly,

∥v(t, ·)∥L1 ≤M(T ), ∥vx(t, ·)∥L1 ≤ M(T )

α
, (4.27)

for all (t, x) ∈ [0, T ]× R. Let us indicate

w(t, x) := u(t, x)− v(t, x), (t, x) ∈ [0, T ]× R.

Convoluting Eq.(3.2) for u and v with ρn and using Lemma 3.5, Lemma 3.6, we get for a.e. t ∈ [0, T ]
and all n ≥ 1 that

d

dt

∫
R
|ρn ∗ w|dx =

∫
R
(ρn ∗ wt)sgn(ρn ∗ w)dx

= −λ
∫
R
(ρn ∗ w)sgn(ρn ∗ w)dx−

∫
R
[ρn ∗ (wux)]sgn(ρn ∗ w)dx

−
∫
R
[ρn ∗ (vwx)]sgn(ρn ∗ w)dx− γ

α2

∫
R
[ρn ∗ (wx)]sgn(ρn ∗ w)dx

−
∫
R
(ρn ∗ px ∗ [w(u+ v)]) sgn(ρn ∗ w)dx

− α2

2

∫
R
(ρn ∗ px ∗ [wx(ux + vx)]) sgn(ρn ∗ w)dx.

By above inequalities (4.22)-(4.27), Young’s inequality and Lemma 3.6. Following the procedure
described in [5, pp.56-57], we deduce that

d

dt

∫
R
|ρn ∗ w|dx = C(T )

∫
R
|ρn ∗ w|dx+ C(T )

∫
R
|ρn ∗ wx|dx+Rn(t), (4.28)

for a.e. t ∈ [0, T ] and all n ≥ 1, where C(T ) is a generic constant depending on M(T ), γ, α, and
λ. Moreover, Rn(t) satisfies {

Rn(t) → 0, n→ ∞,

|Rn(t)| ≤ G(T ), n ≥ 1, t ∈ [0, T ],
(4.29)

here G(T ) is a positive constant depending on M(T ), γ, α, λ, and the H1(R)−norm of u(0) and
v(0). Similarly, convoluting Eq.(3.2) for u and v with ρn,x and using Lemma 3.6, for a.e. t ∈ [0, T ]
and all n ≥ 1, then, we can derive out
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d

dt

∫
R
|ρn ∗ wx|dx =

∫
R
(ρn ∗ wxt)sgn(ρn ∗ wx)dx

= −λ
∫
R
(ρn ∗ wx)sgn(ρn ∗ wx)dx−

∫
R
[ρn ∗ (wuxx)]sgn(ρn,x ∗ w)dx

−
∫
R
[ρn ∗ (wx(ux + vx))]sgn(ρn,x ∗ w)dx

−
∫
R
[ρn ∗ (uwxx)]sgn(ρn,x ∗ w)dx− γ

α2

∫
R
[ρn ∗ (wxx)]sgn(ρn,x ∗ w)dx

−
∫
R

(
ρn ∗ pxx ∗

[
u2 − v2 +

α2

2
(u2

x + v2x)

])
sgn(ρn ∗ w)dx.

According to (4.22)-(4.27), Young’s inequality, Lemma 3.6, the identity α2∂2
x(p ∗ f) = p ∗ f − f and

following the arguments given in [5, pp.56-57], then

d

dt

∫
R
|ρn ∗ wx|dx = C(T )

∫
R
|ρn ∗ w|dx+ C(T )

∫
R
|ρn ∗ wx|dx+Rn(t), (4.30)

for a.e. t ∈ [0, T ] and all n ≥ 1, where C(T ) is a generic constant and Rn(t) satisfies (4.29).
Summing (4.28) and (4.30), an application of Gronwall’s inequality yields that∫

R
(|ρn ∗ w|+ |ρn ∗ wx|) (t, x)dx ≤

∫ t

0

e2C(T )(t−s)Rn(s)ds

+ e2C(T )t

∫
R
(|ρn ∗ w|+ |ρn ∗ wx|) (0, x)dx,

for all t ∈ [0, T ] and all n ≥ 1. Note that w = u − v ∈ W 1,1(R), In view of (4.29) and Lebesgue’s
dominated convergence theorem, we obtain for all t ∈ [0, T ] that∫

R
(|w|+ |wx|) (t, x)dx ≤ e2C(T )t

∫
R
(|w|+ |wx|) (0, x)dx.

Note that w(0) = wx(0) = 0, we deduce that u(t, x) = v(t, x) for a.e. (t, x) ∈ [0, T ] × R. Recalling
that T was chosen arbitrary, uniqueness is now plain.

4.2 The Periodic Case

Considering the periodic case, we identify all spaces of periodic functions with function spaces over
the unit circle S in R2 and the Eq.(2.1) can be rewritten as

ut − α2uxxt + c0ux + 3uux + γuxxx + λ(u− α2uxx)

= α2(2uxuxx + uuxxx), t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
u(t, x+ 1) = u(t, x), t > 0, x ∈ R.

(4.31)

As a corollary of Theorem 2.1, we get

Theorem 4.2. Let γ = −c0α2 and λ ≥ 0. Assume that u0 ∈ H1(S), and y0 := (u0−u0,xx) ∈ M(S).
Assume further that exists x0 ∈ (0, 1) such that

suppy−0 ⊂ (0, x0) and suppy+0 ⊂ (x0, 1).

Then Eq.(4.31) has a unique weak solution
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u ∈ C(R+;H
1(S)) ∩ C1(R+;L

2(S))
and

y(t, ·) :=
(
u(t, ·)− α2uxx(t, ·)

)
∈ L∞

loc (R+;M(S)) .

Remark 4.1. As shown in the in general situation, the key energy estimate given in Lemma 3.3 is
that

∫
R(u

2+α2u2
x)dx = e−2λt

∫
R(u

2
0+α

2u2
0,x)dx, for all t ∈ [0, T ). Since the proof of energy estimate

uses integration by parts, it continues to hold on the unit circle S in R2. Moreover, we define the
conservation lawE(u) =

∫
S(u

2 + α2u2
x)dx. By the energy estimate, we have E(u(t)) ≤ E(u0). If

u0 ∈ H1(S) is such that y0 := (u0 − u0,xx) ∈ M(S), then equation (3.1) has a unique solution
u ∈ C(R+;H

1(S)) ∩ C1(R+;L
2(S)) with initial data u(0) = u0 and such that the total variation of

y(t, x) := (u(t, x)− uxx(t, x)) ∈ M(S) is uniformly bounded. The proof is similar to Theorem 2.1.

5 Conclusions

In this paper, if the initial data satisfies certain sign conditions, then we obtain the existence and
uniqueness of global weak solutions for the weakly dissipative Dullin-Gottwald-Holm equation in
the sense of distributions.
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