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ABSTRACT
Efforts to raise the bar of higher education so as to respond to 
dynamic societal/industry needs have led to a number of initia
tives, including artificial neural network (ANN) based educa
tional data mining (EDM) inclusive. With ANN-based EDM, 
humongous amount of student data in higher institutions 
could be harnessed for informed academic advisory that pro
motes adaptive learning for purposes of student retention, 
student progression, and cost saving. Mining students’ data 
optimally requires predictive data mining tool and machine 
learning technique like ANN. However, despite acknowledging 
the capability of ANN-based EDM for efficiently classifying stu
dents’ learning behavior and accurately predicting students’ 
performance, the concept has received less than commensurate 
attention in the literature. This seems to suggest that there are 
gaps and challenges confronting ANN-based EDM in higher 
education. In this study, we used the systematic literature 
review technique to gauge the pulse of researchers from the 
viewpoint of modeling, learning procedure, and cost function 
optimization using research studies. We aim to unearth the gaps 
and challenges with a view to offering research direction to 
upcoming researchers that want to make invaluable contribu
tions to this relatively new field. We analyzed 190 studies con
ducted in 2010–2018. Our findings reveal that hardware 
challenges, training challenges, theoretical challenges, and 
quality concerns are the bane of ANN-based EDM in higher 
education and offer windows of opportunities for further 
research. We are optimistic that advances in research along 
this direction will make ANN-based EDM in higher education 
more visible and relevant in the quest for higher education- 
driven sustainable development.

Introduction

In a bid to improve higher education and make more responsive to the needs of 
industry, advances in research have led to a number of pedagogical measures such 
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as face-to-face learning, virtual learning, blended learning, and online learning. 
However, none of these have taken advantage of the huge learner-related data 
generated during learning to enhance decision making in the education domain. 
In a marked departure, educational data mining is a data-based technology- 
enhanced pedagogical approach that leverages on data science techniques like 
artificial intelligence (AI), data mining, knowledge discovery in databases (KDD), 
and data warehouse that harnesses learning-related data for informed decision 
making in the learning environment. Educational data mining (EDM) is the 
analysis of huge sets of learner-related (Barneveld, Arnold, and Campbell 2012; 
Siemens et al. 2011) with the aid of methods like KDD, business intelligence, 
educational data mining, social network analysis, operational research, machine 
learning, and information visualization with the aim of informing and shaping 
the learners’ environments (Ali et al. 2013; Fournier, Kop, and Sitlia 2011).

One of the ways to elicit unbiased and non-prejudicial information from 
student data for driving smart education is the use of artificial neural networks 
(ANN). It is purely a data-based technique that applies function approxima
tion (regression), pattern recognition (classification), and predictive analytics 
to learner-related observational to predict student performance and classify 
student-learning behavior with a view to improving student retention, student 
progression (Brocardo et al. 2017), motivation (Sak, Senior, and Beaufays 
2014a) and cost saving. Hence, ANN is suitable for promoting smart educa
tion, intelligent tutoring, and offering academic advising.

This study is a systematic literature review (SLR) of the application of neural 
networks for educational data mining in higher education, from the perspec
tive of modeling, learning tasks/algorithms, and cost function optimization. 
The ultimate goal of EDM is to use information obtained for decision making 
that enhances student retention, student progression, and cost saving through 
optimal resource utilization.

For robust pattern recognition and reliable prediction services, there is 
a need for a model that appropriately maps the statistical functions of student 
data and leverages on the function approximation to offer reliable outcomes. 
Hence, in this study, we explore the capability of ANN to model and learn in 
complex and mission-critical domains like EDM.

The motivation for this study stems from the need to foster understanding 
of EDM domain from the perspective of ANN modeling, learning procedures, 
and cost function optimization which hitherto has been under-reported, but 
are critical and expedient for holistic understanding of EDM in higher educa
tion with respect to research and practice. This is because a review of EDM 
learning tasks/algorithms will put in perspective the necessary procedures, 
operations, and processes of realizing ANN-based EDM; while a review of cost 
function optimization methods will offer an opportunity to assess EDM’s 
utility in the higher education domain. We are of the opinion that such 
a tripartite approach is essential for the comprehensive understanding of the 
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employment of neural networks in EDM landscape with respect to research 
and practice.

Hence, the goals of the study include i) to offer reliable intellectual guide for 
future researchers in neural networks and EDM to enable them identify trend 
of EDM research in the context of modeling, learning procedures, and cost 
function optimization; and ii) to develop a portrait of current knowledge in 
respect of existing patterns of research commitments in these aspects, and 
existing relevant gaps in the areas of EDM modeling, learning procedures, and 
cost function optimization.

In their view, Macfadyen and Dawson (Macfadyen and Dawson 2012) and few 
others posit that the unresolved issues and open problems of ANN-driven EDM 
in higher education can impede the delivery of benefits such as student retention, 
student progression and cost saving. For instance, significant processing and 
storage resources are needed to implement complex and effective software neural 
networks (Edwards 2015). Though many SLRs have been reported in the emer
ging field of EDM, none had approached it from the perspective of ANN 
modeling, learning tasks/algorithms, and cost function optimization as attempted 
in this study. We hinge our investigation on four research questions that probe 
the frequency of attention that each of the topics (modeling, learning procedure, 
and cost function optimization) has gained thus far in the literature, as well as the 
paradigm of research commitments in these aspects. This SLR used the model of 
(Kitchenham, Charters, and Kuzniarz 2015), while steps for conducting it were 
obtained from (Höst and Oručević-Alagić 2011).

The research questions that formed the basis of investigation in this study 
are as follows:

RQ 1 – What is the trend of research interests in best-fit mapping of student 
data using neural network modeling, in the context of the least and most 
researched issues?

RQ 2 – What are the least, moderately and most researched learning proce
dures for training neural networks in pattern recognition of student data?

RQ3 – What are the cost function optimization methods for ascertaining 
stability of neural networks for classifying students learning behaviors and 
predicting academic performance in terms of least, moderately and most 
prominent?

RQ4 – What is the pattern of research interests in ANN-based EDM in higher 
education, in terms of the least and most researched open problems?

The remainder of this article is arranged as follows. Section 2 offers 
a preview of background and related work, just as Section 3 elaborates on 
the research methodology used for the SLR. In Section 4, the limitations of the 
study are discussed, and report of the findings given in Section 5. In Section 6, 
we discuss our findings, and conclude the study in Section 7.
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Background and Related Work

This section discusses EDM, statistical learning, machine learning, and ANN. 
Related works on EDM in higher education are also discussed.

Context of Educational Data Mining

The development of EDM is a transformation process that has faced many 
areas of application including educational domain modeling, learning compo
nent analysis, user profiling, user knowledge, behavior modeling, experience 
modeling, learning analytics, and trend analysis (Dascalu et al. 2018). As 
Ferguson (Ferguson 2012) opines, the use of analytics for learning is 
a process that evolved through some seven stages. Cooper (2012) affirmed 
that learning analytics draws techniques from a number of communities, 
including statistics, business intelligence, web analytics, operation research, 
artificial intelligence (AI) and data mining, information visualization, and 
social network analysis.

Drawing inspiration from the identified developmental stages of EDM and 
its community, (Chatti et al. 2014) provided a reference model. The reference 
model is based on four dimensions with a view to providing a systematic 
overview of EDM and related concepts. Also, the reference model is intended 
to facilitate communications among researchers in their quest to address the 
challenges associated with EDM evolution, against the backdrop that the 
technical and pedagogical issues of EDM are bound to evolve from time to 
time. Data Science techniques that form the basis for EDM are data mining, 
knowledge discovery in databases (KDD), data warehouse, and machine 
learning (Ali et al. 2012).

Machine Learning

A framework for machine learning (ML) is statistical learning (SL) theory. SL 
utilizes techniques from the domains of functional analysis and statistics 
(Hastie, Tibshirani, and Friedman 2009; Mohri, Rostamizadeh, and 
Talwalkar 2012a) with a focus on the problem of establishing a predictive 
function based on data. Its application areas include speech recognition, 
computer vision, and bioinformatics (Sidhu and Caffo 2014).

Understanding and prediction are the two cardinal goals of learning and the 
categories of learning include supervised learning, online learning, unsuper
vised learning, and reinforcement learning. However, supervised learning is 
most prominent in SL (Poggio and Rosasco et al. 2012). Supervised learning 
entails learning from a set of training data. In the training process, each point 
is an input-output tuple, with the input mapping to an output. The aim is to 
infer the function that maps input to output in such a way that the learned 
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mapping can use future input to predict output. Supervised learning problems 
are categorized as either regression problems or classification problems 
depending on the type of output. A regression problem is one whose output 
involves a continuous range of values. The regression is to find the existing 
functional relationship between the input and output. For example, finding 
a functional relationship between the reading habit of a student (measured in 
hours) and obtained grade point average (GPA).

On the other hand, in classification problems, the output is an element from 
a discrete set of labels. Classification is commonly used in machine learning 
applications. For instance, in the field of facial recognition, the input is 
a picture of a person while the output label is the person’s name. A large 
multidimensional vector is used to represent the input and the elements of the 
vector represent pixels in the picture. After function approximation, the learnt 
function is validated on a test set of data which is different from the training 
data.

The major problem of machine learning is overfitting. Since learning is 
a prediction problem, the ultimate goal is to find a function that most 
accurately predict output from future input even though the secondary goal 
is to determine a function that most closely fits the observed data. In effect, the 
learning resilience of a learning model is attributable to its mapping and 
predictive capabilities. There is therefore concern over the risk of overfitting 
where a function matches the data accurately but is deficient in predicting 
future output so that empirical risk minimization efforts would not suffer from 
the effects of overfitting. Overfitting indicates that a solution is unstable such 
that a minor change in the training data can result in high variation of the 
learned function. Studies have shown that once stability for the solution is 
guaranteed, a platform for generalization and consistency is guaranteed 
(Mukherjee et al. 2006; Vapnik and Chervonenkis 1971).To solve the over
fitting problem, regularization is used as it gives the problem stability (Poggio 
and Rosasco et al. 2012).

Artificial Neural Network (ANN)

ANN is a data-based machine learning technique that refers to interconnected 
ensemble of nodes similar to the huge network of neurons in a brain. In ANN, 
artificial neuron is represented by a circular node while the link between the 
output of a neuron and the input of another is represented by an arrow. Its use 
implies that rather than program a system (machine) as in fuzzy logic, we train 
the system (machine) to learn.

ANN as a computational model finds uses in machine learning, education, 
computer science and other research disciplines. It is premised on a large 
collection of linked simple units referred to as artificial neurons, a resemblance 
of axons in a biological brain. Links between neurons convey activation signals 
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of varying strength (Schmidhuber 2015a) such that the strength of the com
bined incoming signals determines the level of activation of the neuron. When 
the neuron is sufficiently activated, the received signals are propagated to other 
neurons connected to it. Rather than programming such systems, they can be 
trained using existing examples (training or historical or observational data). 
They are frequent reports in the literature that trained systems typically excel 
in areas where the solution or feature detection is hard to express in traditional 
computer program. A wide range of complex tasks such as speech recognition 
and computer vision that are hard to solve using normal rule-based program
ming have been tackled using machine learning methods or intelligent tech
nologies like neural networks, genetic algorithm, fuzzy logic, and probabilistic 
reasoning.

Normally, the connection of neurons is in layers such that signals migrate 
from the first layer to the last layer. The first layer is the input layer while the 
last layer is the output layer. Contemporary ANN architectures have neural 
units ranging from thousands to millions and millions of connections with 
computing power that is equivalent to a worm brain but far simpler than 
a human brain. Real numbers are used to represent the signals and state of 
artificial neurons which are normally between 0 and 1. There is a defined 
limiting function (threshold function) on each unit which guides the propaga
tion of signals – a signal must exceed the limit prior to propagating. The 
modification of connection weights through the use of forward stimulation is 
referred to as back propagation. This method is used to train the network 
using established correct outputs (Tahmasebi and Hezarkhani 2012). 
Nonetheless, success is uncertain as experience has shown that after training, 
some systems can adequately solve problems while others cannot. 
Traditionally, training has to take place in many thousands of cycles of 
interaction (Grefenstette et al. 2016).

The aim of ANN is to solve problems in the manner that human does. 
However, many neural networks are more abstract. Fresh developments in 
brain research often result in fresh patterns in neural networks. A recent 
development is the use of connections that transcend adjacent neurons to 
link processing layers. Researchers have intensified effort exploring new ways 
of manipulating signals propagated by axons. Such studies have resulted in 
concepts such as deep learning that pushes the limit beyond the use of a set of 
Boolean variables and incorporates greater complexity such as fuzzy and 
multi-valued variables (Grasso, Luchetta, and Manetti 2018; Mu et al. 2020). 
We now have newer kinds of network that are more flexible and free flowing in 
regards to inhibition and stimulation with links that interact in complex and 
chaotic manners (Kalchbrenner and Blunsom 2013). Of all the new develop
ments, the most advanced is dynamic neural networks. They are characterized 
by the ability to dynamically form new neural units and connections while 
simultaneously disabling others using rules (Sutskever, Vinyals, and Le 2014a).
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In the following section, we discuss the ANN models, learning procedures, 
and cost function optimization which are the bedrock for the application of 
neural networks in EDM in higher education domain (Cho et al. 2014).

Neural Networks and Educational Data Mining in Higher Education

The use of technology-based pedagogies like virtual learning, e-learning, 
blended learning is allaying fears of researchers and stakeholders that higher 
education may not be able to deliver employable graduates with appropriate 
analytical skills and flexibility that are critical in the 21st-century knowledge 
economy for personal and national success (Karamouzis and Vrettos 2008; 
Kobayashi, Mol, and Kismihók G).

Since the new thinking, from the view point of higher education manage
ment, is data analytics, researchers have intensified efforts on using data to 
enhance learning and teaching by using knowledge extracted from academic 
records (Damaševičius 2009). An ANN-based EDM in higher education 
harnesses the potentials of the big data generated in higher education occa
sioned by growing use of mobile devices and online educational platforms 
(Qianyin and Bo 2015). Harnessing the humongous student-related data 
entails regression analysis of the observational data to identify input and 
output variables and the relationship between them. Next, the student data 
set is used to model ANN whose aim is to rigorously study the subtleness and 
recognize existing pattern in the student data. This involves learning by the 
neural network rather than programming it. The ANN continues to learn until 
we are confident that it has attained stability. At stability, education stake
holders are confident that the network can accurately classify students learning 
behaviors and predict student performance from future input data. Hence, the 
learning process is a metaheuristic optimization process with so many candi
date solutions but with a focus on obtaining the candidate solution (network 
confidence) with the least cost (error) as measured by the difference between 
the target output of student data and expected output of the network model. 
This is why it is a cost function optimization problem, with the network 
training stopping when error is zero (i.e. no deviation between student data 
output and network output). This defines the level of confidence in the 
machine as reliable and robust tool for classifying students learning behaviors 
and predicting students’ performance using future learner-related data 
(Karamouzis and Vrettos 2008). This data-based process ensures the machine 
gathers enough artificial intelligence about students such that it can offer 
reliable and robust information for informed decision making in the learning 
environment (Chen 2010). Such information can be used for academic advis
ing by higher education for promoting student retention, student progression, 
and cost saving by critical stakeholders like course advisers, administrators, 
counselors, lecturers, and governments (Acevedo and Marín 2014). 
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Consequently, modeling, learning procedures, and cost function optimization 
are critical to any successful ANN-based EDM in higher education.

In eliciting information from student data, first model the data using neural 
network. The function (system) generated is then trained using appropriate 
learning procedure. Once the system is well trained as measured by attaining 
cost function optimization, there is sufficient confidence that the trained 
system can henceforth be used to classify data and predict output from future 
input student data.

ANN as a data-based machine learning approach uses various neurocom
puting models for statistical function approximation. Common ANN models 
include recursive (recurrent) network, multi-layer feedforward network, single 
layer feedforward network, neuro-fuzzy network, deep learning network, 
radial basis network, extreme learning machine, among others. The aim of 
modeling in the context of EDM is to find a close fit for the learner-related 
data. The choice of a model is determined by a combination of factors.

The learning procedure used by ANN to train a machine is determined 
largely by the nature of data. Learning procedures include supervised learning, 
unsupervised learning, and reinforcement learning. While supervised learning 
and unsupervised learning are applied to existing data, reinforcement learning 
is in a scenario where data is generated as the system is being trained. This 
implies that learning algorithms are given data from the onset in both super
vised learning and unsupervised learning while learning algorithms in rein
forcement learning get their data as the system generates. However, supervised 
learning differs from unsupervised learning in the sense that the training data 
must have a target output that guides the learning process while this is absent 
in unsupervised learning.

Cost function optimization aims at getting an optimal solution with the 
least cost within defined criteria. Once this is attained, the machine is con
sidered to have learnt enough to be relied upon for pattern recognition 
(classification) and data prediction. The difference between training data 
target output and model actual output is called error that needs to be improved 
upon in incremental fashion until a tolerable error estimate is attained. This is 
the point an optimal solution is obtained from the candidate solutions. Error 
estimation techniques include mean squared error (MSE), sum of squared 
error (SSE), and least square.

Key Issues in Adopting Neural Networks for Educational Data Mining in Higher 
Education

Generally, researchers have identified six (6) broad categories of open pro
blems that are capable of impeding EDM from delivering on its perceived 
benefits as frequent reports in the literature have suggested. These challenges 
include availability of data (Sin and Muthu 2015), accessibility of data (Slade 
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and Prinsloo 2013; Guenaga and Garaizar, 2016) which can be resolved 
through drafting of Code of Practice for EDM in organizations (Sclater 
2014), interoperability (Cooper 2013), which can be addressed by adopting 
harmonized approaches. Others include resistance from users owing to poli
tical concerns over surveillance and personal worries over privacy (Singer 
2014); impact on professional roles as benefits of EDM such as providing 
administrators with access to school performance data in order to facilitate 
critical decisions such as rewards and consequences, balanced scorecard pro
cesses, and intervention support (Seddon 2008) are being resisted by profes
sionals, citing fear of imminent extension of accountability and managerial 
control and accountability; and hype as some stakeholders believe that benefits 
such as student retention, student progression, and cost saving may be 
a mirage except the challenges of EDM are tackled (Chen 2010).

Related Work

Previous studies on neural networks and educational data mining in higher 
education are presented as follows. Avella et al. (Avella et al. 2016) analyzed 
learning analytics (LA) in higher education from the angles of methods, 
benefits, and challenges. The authors stressed that the learning environment 
and learning outcome can be enhanced using learner-related data and online 
educational systems. They observed that student retention, student progres
sion, and cost saving are benefits of EDM. The study equally highlighted 
challenges of EDM that need to be tackled if the benefits must be realized. 
The study offers educational stakeholders insight into EDM’s methods, ben
efits, and challenges so that they will be guided in applying EDM efficiently 
and effectively. The ultimate goal is to enhance teaching and learning in higher 
institutions. Nonetheless, the article did not examine ANNs for implementing 
EDM in higher education.

Susnea (Şusnea 2010) made efforts to advance the efficiency of ANN-based 
EDM in the computationally-intensive task of predicting the performance of 
students attending an e-learning course and classifying them.

Oancea et al. (Oancea, Dragoescu, and Ciucu 2013) identified a cardinal 
problem of higher education as poor results after admission, fueling early exit 
of students. Reasons advanced for student attrition in universities include low 
grades and inability to pass examinations, poor background knowledge of field 
of study, and lack of financial resources. The researchers posited that for 
university management to nip in the bud the phenomenon of high attrition 
rate, there is need to focus on predicting students’ results so that proactive 
measures are taken. To practically demonstrate a possible solution, the authors 
used ANN in predicting students’ results which were measured by their 
first year of study grade point average. They used a sample of 1000 students 
from Nicolae Titulescu University of Bucharest obtained from the last three 
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graduates’ generations. While data set of 800 students was used for training the 
network, the remaining 200 students data were used for testing the network. 
For the experiment, the researchers used multilayer perceptron (MLP) com
prised of one input layer, two hidden layers and one output layer. A variant of 
the resilient backpropagation algorithm was used to train the network. The 
input variables used include the gap between high school graduation and 
higher education enrolling, student age, and GPA at high school graduation, 
which constitute the students profile at the time of enrolling at the university. 
The authors concluded that a well-trained network will predict students’ 
results and offer invaluable academic advise to management on ways to 
circumvent students’ dropout. The study drew attention to the potentials of 
ANN for academic advising even though it is not an SLR and fell short to 
highlighting open issues of ANN-based EDM.

Papamitsiou and Economides (Papamitsiou and Economides 2014) relied 
on practical evidence from empirical research to offer current knowledge on 
EDM and its impact on adaptive learning. The study stressed key objectives of 
the adoption of EDM in generic educational strategic planning. Using an SLR 
approach, the researchers x-rayed the literature on experimental case studies 
conducted in EDM between 2008 and 2013. With the aid of search items, 209 
pieces of research work were identified even though only 40 key studies were 
used after applying inclusion criteria. Thereafter, the published papers were 
categorized after analyzing their methodology, research questions, and find
ings. The harvested studies were evaluated using non-statistical methods and 
findings interpreted. The results showed four major directions of empirical 
research in EDM. Based on findings, the authors pointed out the value-add of 
EDM in educational strategic planning and stressed the importance of further 
implications. From pedagogical and technical considerations, they outlined 
key questions for further investigation. Though the article is an SLR that 
offered current knowledge on EDM using empirical experimental case studies 
from 2008 to 2013, this present study is more current using research studies 
from 2010 to 2018. Also, the current study specifically examines ANN for 
EDM in higher education unlike (Zissis, Xidias, and Lekkas 2015) that focused 
on the rather generic EDM application in educational strategic planning.

Borkar and K. Rajeswari (Borkar and Rajeswari 2014) emphatically stated 
that EDM is a promising discipline that impacts on the education sector. To 
buttress their stance, the authors experimented with student data, applying 
ANNs as a data mining technique to evaluate students’ performance. Select 
student attributes were used to elicit rules using association rule mining while 
ANN was deployed to check accuracy of the results and predict student 
performance. In any case, the focus of the study was not on using SLR to 
identify gaps and challenges of ANN-based EDM in higher education, let 
alone providing direction for future research in the nascent but promising 
field of EDM.
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Siri (Siri 2015) researched the use of ANN model to offer academic advice 
for the design of educational interventions to help students who are at the risk 
of dropping out. The work was part of efforts to contribute to ongoing debates 
on how to use data mining techniques such as ANNs to mitigate student 
failure and scale up educational processes. For experiment, the empirical study 
which is an integral part of an existing project that investigates the initial stage 
of student transition to university, used a population of 810 students. The 
students were enrolled in the 2008–2009 academic year for the first time at the 
University of Genoa in a health care professions degree course. The student 
data were obtained from primary sources such as administrative data related 
to student careers, telephone interviews with students, and ad hoc survey. The 
outcome of the study after analyzing data and information using ANN indi
cated that the ANN accurately predicted percentages of the students that 
belonged to different groups, including 76% of the cases (students) belonging 
to the category of dropouts. In any case, the study did not examine EDM from 
the viewpoint of modeling, learning procedures, and cost function optimiza
tion for the purpose of unveiling gaps and challenges of the ANN-based EDM 
for future research direction, which is the aim of the present study.

Yorek and Ugulu (Yorek and Ugulu 2015) emphasized that ANN is a new 
approach applied in educational qualitative data analysis to ascertain charac
teristics of students during learning. They opined that the ANN model could 
be trained to elicit qualitative results from humungous amount of learner- 
related categorical data. To test their assertion, a cascade-forward back- 
propagation neural network (CFBPN) model was developed and used to 
analyze quantitative student data in a bid to ascertain their attitudes. The 
researchers collected the data using a conceptual understanding test that 
included open-ended questions. The outcome of the study indicated that the 
use CFBFN model to analyze educational research that examines learning 
attitudes, behaviors, or beliefs helps in obtaining detailed information about 
data analyzed and by extension subtle information about the characteristics of 
the subjects (participants). The study gave credence to the assertion that ANN 
is at the cutting edge of science and technology though it did not dwell on the 
challenges that had hindered its less than expected usage in the education 
sector.

Bernard et al. (Bernard et al. 2015) used ANN to identify learning styles 
with a view to customizing learning for high performance, learning satisfac
tion, and reducing the time required for learning. They opined that adaptive 
learning systems offer personalized content to students taking into cognizance 
their learning styles. Though questionnaires can be used to identify students’ 
learning styles, the authors hinted that the approach has several demerits. To 
overcome these challenges, research has been carried out on automatic 
approaches that can identify learning styles. Since this line of research is still 
at infancy coupled with the fact that current approaches need significant 
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improvement before their effective use in adaptive systems, the authors suc
cumbed to using ANN to identify students’ learning styles. The study evalu
ated the ANN approach using data from 75 students and it was discovered that 
it outperformed other approaches in terms of accuracy of identify learning 
styles. With accurate learning style identification, quality academic advice 
could be offered students by way of adaptive systems or by informed teachers 
who know precisely their students’ learning styles. The authors concluded that 
such informed academic advising leads to greater learning satisfaction, higher 
performance, and reduced learning time. Despite focusing on enriching learn
ing experience using ANN, the focus was not primarily to identify gaps and 
challenges confronting the growth of ANN-based EDM. Also, the study is not 
an SLR.

Pavlin-Bernardić et al. (Pavlin-Bernardić, Ravić, and Matić 2016) wondered 
why the less than proportionate usage of ANN in educational psychology 
despite its wide-ranging use in the prediction and classification of different 
variables. To practically demonstrate the potentials of ANN in the field of 
education psychology in particular, and higher education in general, the study 
examined the accuracy of ANN in predicting students’ general giftedness. 
A sample size of 221 participants who were fourth grade students from 
a Croatian elementary school was used. The input variables used were school 
grades, nominations by teachers and peers, parents’ education, and earlier 
school readiness assessment. The students were classified as gifted or non- 
gifted based on the output variable which was the result on the Standard 
Progressive Matrices. The study demonstrated the potentials of ANN in 
educational psychology and by extension higher education, and therefore 
should be further explored. The study buttressed the motivation for the 
present study which asserts that ANN-based EDM in higher education has 
received little attention in the literature despite its huge potentials for trans
forming higher education.

Bahadir (Bahadır 2016) gave credence to the assertion that ability to predict 
student performance is an invaluable asset for academic advisory. The work 
which focused mainly on predicting academic success in graduate pro
grammes, reiterated that the ability to predict success of students in 
a graduate programme is useful to educational institutions for the develop
ment of strategic programmes that improve student performance during their 
stay in the institution. The author presented the outcomes of an experimental 
comparison study between Logic Regression Analysis (LRA) and ANN for the 
prediction of academic success of mathematics teachers when they enter 
graduate education. The model was trained and tested with a sample size of 
372 student profiles. The researcher measured the strength of the model 
through LRA and found out that the mean correct success rate of students 
for ANN was higher than LRA. Specifically, it was reported that the successful 
prediction rate of the back-propagation neural network was 93.02% as 
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compared 90.75% of LRA. The study underpins the relevance of ANN in 
higher education as a mechanism for informed academic advisory even 
though it did not discuss the challenges of an ANN-based EDM let alone 
suggesting ways of improving its usage for higher education.

Okewu and Daramola (Okewu and Daramola 2017) reported on the 
design of a multi-tier layered architecture as an EDM system for 
a consortium of Nigeria universities. Their aim was to outline ways of 
tackling technical challenges confronting EDM implementation which 
could hinder the realization of benefits it offers higher education. The 
technical challenges include interoperability, scalability, security, amongst 
others. The proposed EDM framework which doubles as an academic advi
sory system has inbuilt mechanisms that address these open problems. The 
researcher opined that as a tool for academic advising, the framework can 
offer advice at many layers of granularity like department, individual, uni
versity, and national with a view to facilitating student progression, student 
retention, and cost saving. Aside tackling open issues of EDM in higher 
education, the study offered empirical steps for the application of EDM in an 
African context which the authors claimed has received little attention in the 
literature. Despite addressing technical challenges of EDM, the work was not 
an SLR. Neither did it approach EDM in higher education from the ANN 
view point.

In summary, none of the previous SLRs examined ANN-based EDM in 
higher education from the view point of modeling, learning algorithms, and 
cost function optimization in a bid to forge understanding of EDM from these 
key aspects. In this paper, we attempt to promote robust understanding of the 
EDM in higher education landscape in terms of research and practice from the 
perspective of ANNs. Also, exploring the accuracy potentials of neural net
works in EDM will ensure visible quality educational service delivery. The 
observation by education stakeholders that EDM is presently a mere hype 
without strong evidence of concrete impact on higher education (Ali et al. 
2013),(Macfadyen and Dawson 2012) is concerning and can adversely affect 
the future of EDM. Hence, this ANN-based study is crucial for both research
ers and stakeholders of EDM in higher education as it highlights how ANN 
can reposition EDM.

Research Method

An SLR involving the use neural networks for building EDM systems in higher 
education is an intelligent software engineering initiative. We carried out this 
systematic study using established guidelines for performing SLRs in Software 
Engineering (Kitchenham, Charters, and Kuzniarz 2015) while Host and 
Orucevic-Alagic (Höst and Oručević-Alagić 2011) provided the steps for 
conducting the SLR.

APPLIED ARTIFICIAL INTELLIGENCE 995



Data Sources – Academic Databases

We started by defining adequate scope for the research, spanning ANN 
modeling, learning procedures, cost function optimization, and challenges. 
Thereafter, we generated research questions as well as identified keywords. 
The search for the keywords was done in top-range and quality academic 
databases such as Web of Science, Scopus, IEEE Xplore, ACM Digital Library, 
and Springerlink.

In a bid to elicit plenty important papers, we extended the list of databases. 
After harvesting resourceful primary studies, we generated a validation list in 
order to evaluate search strings and confirm the adequacy of the searches.

The research studies were extracted from the following academic databases 
in the course of the SLR.

1)IEEEXplore (ieeexplore.ieee.org)
2)ACM DL portal (dl.acm.org)

3) Springer Link (www.link.springer.com)

3)Scopus (www.scopus.org)
4)Web of Science (www.webofknowledge.com)

Data Retrieval

To cover a wide range of publications on neural networks and EDM in higher 
education, we tried series of combinations of keywords. The tactics equally 
aided the verification of synonyms as used in the literature. The search process 
involved leveraging on the Boolean operators OR and AND for combining 
these search items. The format of the search process is as follows:

(“Smart Education” OR
“Smart Learning” OR
“Academic Advising” OR
“Educational data mining” OR
“Learning analytics” OR
“Academic analytics” OR
“Intelligent tutoring”) AND
(“Artificial Neural Network” OR
“Neural Networks” OR
“Machine Learning”)
In Scopus, we limited the search results to Journals and Conference 

Proceedings to omit Editorials and Proceeding Volumes and Books.
Nonetheless, we observed that even with this technique, majority of the 

displayed papers had been extracted in previous individual searches. Yet another 
initiative was placing requests to authors via ResearchGate for papers that we 
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could not extract in full-text form but were viewed relevant. During the search 
and retrieval process, some articles harvested in one database were found in 
other databases. We concluded, based on this finding that a strong relationship 
exists between academic databases with respect to article content. To forestall 
possible errors from the overlapping effect and their potential consequences for 
the outcome of our study, we excluded papers seen in one academic database 
from the count of others. We observed during the extraction process that many 
papers in Web of Science were also housed in Scopus, apparently the largest 
academic database. In the same vein, some papers harvested from Springerlink, 
ACM Digital Library, and IEEE Xplore were present in Scopus. Following 
painstaking and meticulous efforts at ensuring that each paper was uniquely 
counted, the data retrieval process produced an outcome as shown in Table 1.

We then applied Inclusion and Exclusion Criteria to the 577 articles to elicit 
only important papers. The inclusion criteria are:

i)The topic, abstract, or body of article must make reference to neural 
networks or educational data mining in higher education.

ii)The most current publication is selected in the event two or more pub
lications report same research.

The exclusion criteria are:
i)Exclusion of publications that discussed issues other than neural networks 

and educational data mining in higher education.
ii)Materials without scientific or academic references were exempted even if 

they had professional perception.

Findings of the Study

In the literature, the three priority concerns of researchers in ANN modeling, 
learning algorithms, and cost function optimization are accuracy (Deng et al. 
2012), processing speed (Zissis, Xidias, and Lekkas 2015) and memory space 
utilization (Ruslan and Joshua 1958–71). The findings of the study based on 
four research questions are presented below.

Table 1. data retrieval.
SN Academic Database No. of Research Studies (Papers) Extracted

1. ACM Digital Library 138
2. IEEE Xplore Library 205
3. Scopus 395
4. Web of Science 296
5. Springerlink 53

Total 577
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Rq 1

ANN is a data-based machine learning technique while educational data 
mining is a data-assisted technology-enhanced learning. Action researches 
and advances in modeling are aimed at producing networks with better 
generalization performance and learning speed. Applying ANN to learner- 
related data implies that the statistical functions inherent in the data have to be 
adequately mapped. The ability to map data in a close-fit fashion using 
different neural networks models gained researchers attention. A possible 
explanation for this trend is that the two main parameters for measuring the 
success of ANN learning are ability to approximate the functions (Mnih et al. 
2015) in observational data (function approximation or regression) and ability 
to predict accurately (Socher and Lin 2011). The literature also confirmed that 
modeling provides bedrock for representation learning which in turn 
enhances predictive mining and pattern recognition (classification). In devel
oping models, research efforts are geared toward efficiency and effectiveness. 
The three main categories of neural network models are recurrent network, 
multi-layer feedforward network, and single layer feedforward network (Dahl 
et al. 2012). Modeling with recurrent network got the highest attention; this is 
followed by multi-layer feedforward network: while the least number of pub
lications focused on single layer feedforward network. Specific data on the key 
topics of ANN are presented in Table 3, while the distribution of key topics as 
disseminated in research publication outlets is shown in Figure 1.

Vast majority of researchers (47.2%) that focused on the models commen
ted on the recurrent (recursive) network and its capability to map data in 
a close-fit format. A total of 77 papers which represent investigated recurrent 
network as shown in Table 3. They stressed the need for an end-to-end 

Figure 1. Overview of distribution of topics on Neural Network Models in publication outlets.
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approach to regression (function approximation) so that vital statistical func
tions/features of training data such as online data that covers academic and 
administrative units (Komenda et al. 2015) are adequately represented. There 
is a consensus that recurrent networks like backpropagation models receive 
strong attention, in part owing to their ability ensure thorough search for an 
optimal solution with the least cost. This they achieve by recursively adjusting 
assigned weights and recalculating error estimates until the desired actual 
output from the neural network is attained. This actual model output, which 
is closest to the training data target output provides confidence that the ANN 
has been sufficiently trained for purposes of being used for generalization and 
predicting output from future student input data. This way, an ANN-based 
EDM can extract vital information from student data that will aid educational 
institutions in the aspects of scaling up student retention, improving student 
success, and reducing the burden of accountability (Dietz-Uhler and Hurn 
2013). Examples of recurrent network are Boltzmann machine (Courville, 
Bergstra, and Bengio 2011) and recursive deep neural network (Hutchinson, 
Deng, and Yu 2012).

The second key concern of authors in the modeling of tasks is the use of 
multi-layer feedforward network for adequate mapping of the statistical func
tions of sample data. In this network, there are many hidden layers between 
the input and the output (Schmidhuber 2015a). Hence, multiple-processing 
layers are used by the training algorithm and the layers are made up of many 
linear and non-linear transformations. An example is deep learning or deep 
neural network. There were 73 research studies that concentrated on this area, 
representing 44.8% of the total number of papers on neural network modeling. 
The researchers posited that multiple layers in a feedforward network parti
cularly in the hidden layer where the bulk of neural computations takes place 
will guarantee sufficient training of machine so as to boost confidence of users 
in its outcomes. Nonetheless, they pointed out that though such rigorous and 
multi-layer training is good for complex and mission-critical applications 
(task areas), it comes at a cost which includes processing time and memory 
storage. This model is applicable in fields like automatic speech recognition, 
computer vision, audio recognition, bioinformatics, and natural language 
processing. The results produced are comparable to human experts, and in 
some instances, superior (Okewu and Daramola 2017).

The least researched topic in the context of ANN modeling is single layer 
feedforward network and an example is Extreme Learning Machine (ELM). 
Thirteen (13) papers accounting for 8% of research commitments on ANN 
modeling evaluated the potentials of single feedforward networks. Single 
feedforward network is only adequate for simple tasks whose learning proce
dures are simplistic. However, when applied to complex tasks, it inadequacies 
manifest greatly. This is because the machine learning mapping of the statis
tical function mathematically expressed as F: x → y is not rigorous enough to 
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capture all the parameters of observational data and perform comprehensive 
neural computations in a single layer of hidden neurons. Such parameters 
include input data, assigned weights, introduced constant, among others. 
Single layer network is useful for classification and regression problems 
(Damaševičius 2009).

Rq 2

The aim of applying ANN to learning-related data in in higher education is to 
harness its learning potentials for training educational data mining systems. 
Hence, the introduction of ANN in the education sector is to encourage data- 
based machine learning (Courville, Bergstra, and Bengio 2011) rather than 
rule-based machine learning (Courville, Bergstra, and Bengio 2012). It is 
believed that ANN-based EDM will solve the problem of monitoring and 
regulating behaviors of learners in a virtual learning environment. Such 
monitoring cannot be done physically as in traditional face-to-face pedagogy. 
Training a machine is a learning procedure that involves tasks and learning 
algorithms.

Learning procedures were given good attention in the literature going by 
the number of research studies on the subject that was found. Most of the 
research studies that discussed educational data mining focused on EDM 
implementation in universities though some studies examined the subject in 
other segments of higher education. Majority of implementations were in 
higher institutions in Europe and North America. Overall, the research studies 
examined three categories of machine learning – supervised learning, unsu
pervised learning, and reinforcement learning.

The data on key topics on learning procedure is shown in Table 4, while the 
distribution of key topics in research publication outlets is shown in Figure 2.

As indicated in Table 4 and Figure 2, most authors (49.7%) who discussed 
learning procedures focused on supervised learning. They argue that super
vised learning is good for in computationally intensive application areas like 
educational data mining where there is a clear-cut input-output pair; the 
output variable serves as the teacher given its labeled classification. Students’ 
observational data normally appear in the input-output pair format where the 
input component could be a multi-variate vector while the output is a bi- 
labeled or multi-labeled translating into binary classification or multi-labeled 
variable. A classic example is relationship mining between scores in courses 
taken by a student and class of degree obtained. This is a classification problem 
as the values of the output (class of degree) are discrete (First Class, Second 
Class, Third Class, Pass). Hence, tasks like pattern recognition and predictive 
mining are handled using supervised learning in domains like education, 
finance, engineering, medicine, just to mention a few. In supervised learning, 
learning algorithms are guided by a training data target output to work toward 
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and they usually adopt metaheuristic search techniques to obtain an optimal 
solution with least cost function.

Unsupervised learning received moderate attention. We have 53 papers in 
this category, constituting 32.1% of primary studies on learning procedures. 
The authors advocated that a task and application area where there is no 
clear-cut input-output dichotomy but rather the emphasis to determine 
relationship pattern between the input variables should be subjected to 
unsupervised learning as the befitting learning procedure. The corroborated 
that since such statistical functions don’t have a target output that could 
serve as the teacher, the neural network should be trained by understanding 
the hidden and interesting pattern between the input variables. Tasks that 
typically use unsupervised learning (Hutchinson, Deng, and Yu 2012) 
include estimation problems and the applications include the applications 
include filtering, clustering, compression and estimation of statistical dis
tributions. In unsupervised learning, the learning algorithms do not have 
a target to work toward.

The least researched learning procedure is reinforcement learning with 30 
papers, constituting 18.2% of total research on learning procedures. These 
primary studies emphasized that unlike supervised learning and unsupervised 
learning where sample data exists for modeling, such does not exist in rein
forcement learning. Rather the tasks and application areas are such that data 
are system-generated. As the system is operational, data is continuously 
generated and ANN leverages on the data to understand data pattern and 
get well trained to mimic hidden behaviors of the data. Therefore, the learning 
algorithm used by the ANN in reinforcement learning procedure should be 
adapted to system-generated data. Examples of tasks and application areas that 
use reinforcement learning are included.

Figure 2. Distribution of topics on Learning Procedure publication outlets.
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RQ3

Attempts have been made to develop cost function optimization methods 
(Deng, Yu, and Platt 2012) that will offer optimal solution. The training 
process of applying neural networks to learner-related data entails that the 
outcome of the neural network referred to as actual output should be close to 
the target output of the observational data within acceptable limits for the 
training to be considered successful. It is only when this feat is attained that the 
ANN is considered stable and suitable for classifying and predicting output 
from future input data (Mukherjee et al. 2006). The variance between target 
output of observational data and actual output of the model (ANN) is con
sidered a cost that must be minimized. Hence, it is called cost function 
optimization and the acceptable solution must have the least cost of all the 
candidate solutions. Cost function optimization is a multi-step search 
approach and requires metaheuristic algorithms like genetic algorithm, tabu 
search, particle swarm optimization, ant colony optimization, among others 
(Socher and Lin 2011).

From Table 2, it can be inferred that a total of 103 papers touched on issues 
of cost function optimization evaluation (MLCO+MLC+C) out of the 190 
papers used as primary studies, which represents 54.2%. Overtime, attempts 
have been made to develop cost function optimization methods (Fan et al. 
2015) that will offer optimal solution. The training process of applying neural 
networks to learner-related data entails that the outcome of the neural network 
referred to as actual output should be close to the target output of the 
observational data within acceptable limits for the training to be considered 
successful. It is only when this feat is attained that the ANN is considered 
suitable for classifying and predicting output from future input data. The 
variance between target output of observational data and actual output of 
the model (ANN) is considered a cost that must be minimized. Hence, it is 
called cost function optimization and the acceptable solution must have the 
least cost of all the candidate solutions. Cost function optimization is a multi- 
step search approach and requires metaheuristic algorithms like genetic algo
rithm, tabu search, particle swarm optimization, ant colony optimization, 
among others.

The topic map for the three cost function optimization methods is pre
sented in Table 5 while the distribution of key topics in publication outlets is 
graphically illustrated in Figure 3.

From the topic shown in Table 5 and Figure 3, it is obvious that 50.5% of the 
researchers that investigated cost function optimization focused on mean 
squared error (MSE) otherwise referred to as mean squared deviation. They 
argued that finding the mean square of the error (variance) between an 
observed value and the fitted value computed by a model will offer the best 
fit in the mean squared sense. The studies pointed out that the most important 
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application of MSE just like other error estimation methods such as sum of 
squared error and least squares is in data fitting. The data fitting application 
ensures that the outcome of an ANN model approximates the statistical 
function of observational data with minimal acceptable cost. Hence, it is 
a cost function optimization initiative.

Table 2. Topic Map FOR NEURAL NETWORK MODELING.
SN Topic List of papers

1. Recurrent Network Total = 77 (47.2%); Journals = 35; Book Chapters = 12; Conferences = 30
(Poggio and Rosasco et al. 2012), (Mukherjee et al. 2006), (Schmidhuber 2015a), 

(Tahmasebi and Hezarkhani 2012), (Grefenstette et al. 2016), (Mu et al. 2020), 
(Grasso, Luchetta, and Manetti 2018), (Kalchbrenner and Blunsom 2013), 
(Sutskever, Vinyals, and Le 2014a), (Cho et al. 2014), (Şusnea 2010), (Papamitsiou 
and Economides 2014), (Siri 2015), (Pavlin-Bernardić, Ravić, and Matić 2016), 
(Bahadır 2016), (Deng et al. 2012), (Ruslan and Joshua 1958–71), (Socher and Lin 
2011), (Dahl et al. 2012), (Mohamed, Dahl, and Hinton 2012), (Komenda et al. 
2015), (Courville, Bergstra, and Bengio 2011), (Hutchinson, Deng, and Yu 2012), 
(Deng, Yu, and Platt 2012), (Deng and Yu 2011), (Vincent et al. 2010), (Hinton 
and Salakhutdinov 2012), (Graupe 2016), (Waxman, Graupe, and Carley 2010), 
(Graupe 2013), (Sak, Senior, and Beaufays 2014a), (Zen and Hasim 2015), (Fan 
et al. 2015), (Forouzanfar et al. 2014), (Ojha, Abraham, and Snášel 2017), (Cireşan 
et al. 2011a), (D. Ciresan, A. Giusti, L.M. Gambardella, and J. Schmidhuber, 
Juergen 2012), (Hinton et al. 2012a), (Cireşan et al. 2010a), (Martines, Bengio, 
and Yannakakis 2013), (Yuan, Ho, and Lin 2012), (Langley 2011b), (Kumar and 
Kumar 2012), (Zhu, Miao, and Qing 2014), (Ciresan et al. 2013), (Zhong, Liu, and 
Liu 2011), (Bengio et al. 2003), (Socher 2013), (Huang et al. 2013), (Mesnil et al. 
2015), (Gao et al. 2014), (Qu et al. 2018), (Wallach, Dzamba, and Heifets 2015), 
(Tkachenko 2015), (Elkahky, Song, and He 2015), (Choi et al. 2016), (Bengio, 
Courville, and Vincent 2013), (Sak, Senior, and Beaufays 2014b), (Li and Wu 
2015), (Zen and Sak 2015), (Gers and Schmidhuber 2001), (Mikolov et al. 2010), 
(Bengio, Boulanger-Lewandowski, and Pascanu 2013), (Campagni et al. 2015), 
(Ferreira and Andrade 2014), (Palmer 2013), (Retalis et al. 2006), (Shum and 
Deakin Crick 2012)

2. Multi Layer Feedforward 
Network

Total = 73 (44.8%); Journals = 35; Book Chapters = 13; Conferences = 25
(Poggio and Rosasco et al. 2012), (Mukherjee et al. 2006), (Schmidhuber 2015a), 

(Tahmasebi and Hezarkhani 2012), (Grefenstette et al. 2016), (Mu et al. 2020), 
(Grasso, Luchetta, and Manetti 2018), (Sutskever, Vinyals, and Le 2014a), (Şusnea 
2010), (Papamitsiou and Economides 2014), (Siri 2015), (Pavlin-Bernardić, Ravić, 
and Matić 2016), (Bahadır 2016), (Deng et al. 2012), (Ruslan and Joshua 
1958–71), (Dahl et al. 2012), (Mohamed, Dahl, and Hinton 2012), (Komenda et al. 
2015), (Courville, Bergstra, and Bengio 2011), (Hutchinson, Deng, and Yu 2012), 
(Deng, Yu, and Platt 2012), (Deng and Yu 2011), (Vincent et al. 2010), (Hinton 
and Salakhutdinov 2012), (Graupe 2016), (Waxman, Graupe, and Carley 2010), 
(Graupe 2013), (Fan et al. 2015), (Forouzanfar et al. 2014), (Ojha, Abraham, and 
Snášel 2017), (Cireşan et al. 2011a), (D. Ciresan, A. Giusti, L.M. Gambardella, and 
J. Schmidhuber, Juergen 2012), (Hinton et al. 2012a), (Widrow et al. 2013), 
(Cireşan et al. 2010a), (Martines, Bengio, and Yannakakis 2013), (Yuan, Ho, and 
Lin 2012), (Langley 2011b), (Kumar and Kumar 2012), (Zhu, Miao, and Qing 
2014), (Abdel-Hamid et al. 2014), (Ciresan et al. 2013), (Zhong, Liu, and Liu 2011), 
(Bengio et al. 2003), (Socher 2013), (Huang et al. 2013), (Gao et al. 2014), (Qu 
et al. 2018), (Wallach, Dzamba, and Heifets 2015), (Elkahky, Song, and He 2015), 
(Chicco, Sadowski, and Baldi 2014), (Silver et al. 2016), (Bengio, Courville, and 
Vincent 2013), (Deng 2014), (Hinton et al. 2012b), (Deng, Hinton, and Kingsbury 
2013), (Deng et al. 2013), (Deng, Abdel-Hamid, and Yu 2013), (Sainath et al. 
2013), (Szegedy and Erhan 2013), (Mikolov et al. 2010), (Fischer and Igel 2014), 
(Palmer 2013), (Retalis et al. 2006), (Shum and Deakin Crick 2012)

3. Single Layer 
Feedforward Network

Total = 13 (8%); Journals = 6; Book Chapters = 2; Conferences = 5
(Forouzanfar et al. 2014), (Ojha, Abraham, and Snášel 2017), (Zhu et al. 2015), (Zhu, 

Miao, and Qing 2014), (Bengio et al. 2003), (Gao et al. 2014), (Bengio 2012) 
(Coates, Lee, and Ng 2011), (Campagni et al. 2015), (Ferreira and Andrade 2014), 
(Palmer 2013), (Retalis et al. 2006), (Shum and Deakin Crick 2012)
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Second in the pecking order of cost function optimization evaluation is the 
sum of squared error (SSE). 36.8% of authors are of the view that effective and 
efficient data fitting between actual output of ANN model and target output of 
training data can be achieved use SSE. The process involves iterative 

Table 3. Topic Map for Learning Procedures.
SN Topic List of papers

1. Supervised 
Learning

Total = 82 (49.7%); Journals = 35; Book Chapters = 17; Conferences = 30
(Poggio and Rosasco et al. 2012), (Sidhu and Caffo 2014), (Mukherjee et al. 2006), (Şusnea 

2010), (Siri 2015), (Pavlin-Bernardić, Ravić, and Matić 2016), (Bahadır 2016), (Deng et al. 
2012), (Mnih et al. 2015), (Courville, Bergstra, and Bengio 2011), (Courville, Bergstra, 
and Bengio 2012), (Hutchinson, Deng, and Yu 2012), (Hinton and Salakhutdinov 2012), 
(Waxman, Graupe, and Carley 2010), (Graupe 2013), (Cireşan et al. 2011a), (D. Ciresan, 
A. Giusti, L.M. Gambardella, and J. Schmidhuber, Juergen 2012), (Ciresan, Meier, and 
Schmidhuber 2012a), (Ciresan et al. 2011a), (Krizhevsky, Sutskever, and Hinton 2012), 
(Hinton et al. 2012a), (Widrow et al. 2013), (Schmidhuber 2015c), (Cireşan et al. 2010a), 
(Martines, Bengio, and Yannakakis 2013), (Yuan, Ho, and Lin 2012), (Langley 2011b), 
(Kumar and Kumar 2012), (Zhu et al. 2015), (Zhu, Miao, and Qing 2014), (Abdel-Hamid 
et al. 2014), (Yu and Deng 2010), (Ciresan et al. 2013), (Zhong, Liu, and Liu 2011), 
(Bengio et al. 2003), (Socher 2013), (Shen et al. 2014), (Huang et al. 2013), (Mesnil et al. 
2015), (Gao et al. 2014), (Qu et al. 2018), (Tkachenko 2015), (Elkahky, Song, and He 
2015), (Chicco, Sadowski, and Baldi 2014), (Choi et al. 2016), (Silver et al. 2016), 
(Bengio, Courville, and Vincent 2013), (Krizhevsky, Sutskever, and Hinton 2012), (Deng 
2014), (Hinton et al. 2012b), (Deng, Hinton, and Kingsbury 2013), (Deng et al. 2013), 
(Sak, Senior, and Beaufays 2014b), (Li and Wu 2015), (Zen and Sak 2015), (Deng, Abdel- 
Hamid, and Yu 2013), (Sainath et al. 2013), (Yu and Deng 2014), (Szegedy and Erhan 
2013), (Gers and Schmidhuber 2001), (Sutskever, Vinyals, and Le 2014b), (Mikolov et al. 
2010), (Bengio, Boulanger-Lewandowski, and Pascanu 2013), (Schmidhuber 2015d), 
(Unterthiner et al. 2015), (Fischer and Igel 2014), (Coates, Lee, and Ng 2011), (Hastie, 
Tibshirani, and Friedman 2009), (Mohri, Rostamizadeh, and Talwalkar 2012c), (Budgaga 
et al. 2016), (Palmer 2013), (Retalis et al. 2006), (Shum and Deakin Crick 2012)

2. Unsupervised 
Learning

Total = 53 (32.1%); Journals = 23; Book Chapters = 10; Conferences = 20
(Sidhu and Caffo 2014), (Poggio and Rosasco et al. 2012), (Mukherjee et al. 2006), (Şusnea 

2010), (Mnih et al. 2015), (Courville, Bergstra, and Bengio 2011), (Courville, Bergstra, 
and Bengio 2012), (Hutchinson, Deng, and Yu 2012), (Hinton and Salakhutdinov 2012), 
(Waxman, Graupe, and Carley 2010), (Graupe 2013), (D. Ciresan, A. Giusti, L.M. 
Gambardella, and J. Schmidhuber, Juergen 2012), (Yuan, Ho, and Lin 2012), (Langley 
2011b), (Kumar and Kumar 2012), (Zhu et al. 2015), (Yu and Deng 2010), (Bengio et al. 
2003), (Socher 2013), (Shen et al. 2014), (Huang et al. 2013), (Mesnil et al. 2015), (Gao 
et al. 2014), (Qu et al. 2018), (Wallach, Dzamba, and Heifets 2015), (Tkachenko 2015), 
(Elkahky, Song, and He 2015), (Hinton et al. 2012b), (Deng, Hinton, and Kingsbury 
2013), (Deng et al. 2013), (Sak, Senior, and Beaufays 2014b), (Li and Wu 2015), (Zen and 
Sak 2015), (Deng, Abdel-Hamid, and Yu 2013), (Sainath et al. 2013), (Yu and Deng 
2014), (Szegedy and Erhan 2013), (Gers and Schmidhuber 2001), (Sutskever, Vinyals, 
and Le 2014b), (Mikolov et al. 2010), (Bengio, Boulanger-Lewandowski, and Pascanu 
2013), (Schmidhuber 2015d), (Unterthiner et al. 2015), (Fischer and Igel 2014), (Coates, 
Lee, and Ng 2011), (Hastie, Tibshirani, and Friedman 2009), (Mohri, Rostamizadeh, and 
Talwalkar 2012c), (Budgaga et al. 2016), (Palmer 2013), (Retalis et al. 2006), (Shum and 
Deakin Crick 2012)

3. Reinforcement 
Learning

Total = 30 (18.2%); Journals = 13; Book Chapters = 6; Conferences = 11
(Sidhu and Caffo 2014), (Poggio and Rosasco et al. 2012), (Mukherjee et al. 2006), (Şusnea 

2010), (Mnih et al. 2015), (Courville, Bergstra, and Bengio 2011), (Courville, Bergstra, 
and Bengio 2012), (Hutchinson, Deng, and Yu 2012), (Hinton and Salakhutdinov 2012), 
(Waxman, Graupe, and Carley 2010), (Graupe 2013), (D. Ciresan, A. Giusti, L.M. 
Gambardella, and J. Schmidhuber, Juergen 2012), (Yuan, Ho, and Lin 2012), (Langley 
2011b), (Kumar and Kumar 2012), (Zhu et al. 2015), (Yu and Deng 2010), (Bengio et al. 
2003), (Yu and Deng 2014), (Gers and Schmidhuber 2001), (Sutskever, Vinyals, and Le 
2014b), (Schmidhuber 2015d), (Unterthiner et al. 2015), (Fischer and Igel 2014), 
(Coates, Lee, and Ng 2011), (Hastie, Tibshirani, and Friedman 2009), (Mohri, 
Rostamizadeh, and Talwalkar 2012c), (Mohri, Rostamizadeh, and Talwalkar 2012c), 
(Retalis et al. 2006), (Shum and Deakin Crick 2012)
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refinement of the residue (error estimate) using SSE until an error estimate 
that is within acceptable limit of tolerance is attained. At this point, the output 
from the ANN function is considered optimal solution with the least cost out 
of all the candidate solutions in the solution space transversed through by the 
learning machine. It is equally believed that at this point, the ANN machine 
has been adequately trained for performing tasks such as pattern recognition, 
function approximation, and predictive mining/analytics.

Table 4. Topic Map for Cost Function Optimization Methods.
SN Topic List of papers

1. Mean Squared Error 
(MSE)

Total = 52 (50.5%); Journals = 26; Book Chapters = 8; Conferences = 18
(Bengio et al. 2003), (Socher 2013), (Shen et al. 2014), (Huang et al. 2013), (Mesnil et al. 

2015), (Gao et al. 2014), (Qu et al. 2018), (Wallach, Dzamba, and Heifets 2015), 
(Tkachenko 2015), (Elkahky, Song, and He 2015), (Chicco, Sadowski, and Baldi 2014), 
(Choi et al. 2016), (Silver et al. 2016), (Bengio, Courville, and Vincent 2013), 
(Krizhevsky, Sutskever, and Hinton 2012), (Deng 2014), (Hinton et al. 2012b), (Deng, 
Hinton, and Kingsbury 2013), (Deng et al. 2013), (Sak, Senior, and Beaufays 2014b), 
(Li and Wu 2015), (Zen and Sak 2015), (Deng, Abdel-Hamid, and Yu 2013), (Sainath 
et al. 2013), (Szegedy and Erhan 2013), (Gers and Schmidhuber 2001), (Mikolov et al. 
2010), (Bengio, Boulanger-Lewandowski, and Pascanu 2013), (Coates, Lee, and Ng 
2011), (Campagni et al. 2015), (Ferreira and Andrade 2014), (Palmer 2013), (Retalis 
et al. 2006), (Shum and Deakin Crick 2012)

2. Sum of Squared 
Errror (SSE)

Total = 38 (36.8%); Journals = 16; Book Chapters = 8; Conferences = 14
(Poggio and Rosasco et al. 2012), (Mukherjee et al. 2006), (Schmidhuber 2015a), 

(Tahmasebi and Hezarkhani 2012), (Grefenstette et al. 2016), (Mu et al. 2020), 
(Grasso, Luchetta, and Manetti 2018), (Kalchbrenner and Blunsom 2013), (Sutskever, 
Vinyals, and Le 2014a), (Cho et al. 2014), (Şusnea 2010), (Papamitsiou and 
Economides 2014), (Siri 2015), (Pavlin-Bernardić, Ravić, and Matić 2016), (Bahadır 
2016), (Deng et al. 2012), (Ruslan and Joshua 1958–71), (Socher and Lin 2011), (Dahl 
et al. 2012), (Mohamed, Dahl, and Hinton 2012), (Komenda et al. 2015), (Courville, 
Bergstra, and Bengio 2011), (Hutchinson, Deng, and Yu 2012), (Deng, Yu, and Platt 
2012), (Deng and Yu 2011), (Vincent et al. 2010), (Hinton and Salakhutdinov 2012), 
(2016), (Waxman, Graupe, and Carley 2010), (Graupe 2013), (Sak, Senior, and 
Beaufays 2014a), (Cireşan et al. 2010a), (Martines, Bengio, and Yannakakis 2013), 
(Ciresan, Meier, and Schmidhuber 2012b), (Bassel et al. 2011), (Lu, Plataniotis, and 
Venetsanopoulos)

3. Least Squares Total = 13 (12.6%); Journals = 7; Book Chapters = 2; Conferences = 4
(Poggio and Rosasco et al. 2012), (Mukherjee et al. 2006), (Şusnea 2010), (Komenda 

et al. 2015), (Courville, Bergstra, and Bengio 2011), (Hinton and Salakhutdinov 2012), 
(Waxman, Graupe, and Carley 2010), (Graupe 2013), (D. Ciresan, A. Giusti, L.M. 
Gambardella, and J. Schmidhuber, Juergen 2012), (Yuan, Ho, and Lin 2012), (Langley 
2011b), (Kumar and Kumar 2012), (Retalis et al. 2006)

Table 5. Topic Map For Open Issues Of Neural Network-Based Edm For He
SN Topic List of papers

1. Hardware 
Issues

Total = 8 (34.7%); Journals = 4; Book Chapters = 2; Conferences = 2
(Hutchinson, Deng, and Yu 2012), (D. Ciresan, A. Giusti, L.M. Gambardella, and 

J. Schmidhuber, Juergen 2012), (Yuan, Ho, and Lin 2012), (Langley 2011b), (Kumar and 
Kumar 2012), (Li and Wu 2015), (Zen and Sak 2015), (Sze et al. 2017)

2. Training 
Issues

Total = 6 (26.1%); Journals = 3; Book Chapters = 1; Conference = 2
(Lu, Plataniotis, and Venetsanopoulos), (Yu and Deng 2010), (Nguyen, Yosinski, and Clune 

2014), (Hinton et al. 2012), (Bengio 2012), (Sze et al. 2017), (Hinton 2010), (Fischer and Igel 
2014)

3. Theoretical 
Issues

Total = 6 (26.1%); Journals = 3; Book Chapters = 1; Conference = 2
(Hutter 2012), (Oudeyer 2010), (Rajani 2011), (Gopnik 2017), (Marcus 2017), (Ciresan et al. 

2013)
4. Quality Issues Total = 3 (13.0%); Journals = 2; Book Chapters = 0; Conferences = 1

(Drachsler and Greller 2016), (Hoel and Chen 2014), (Palmer 2013)
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Other researchers focused on fitting a set of data points using least-squares 
approximation, though they were in the least. As portrayed in Table 5 and 
Figure 3, just 12.6% of authors reported that reported on cost function 
optimization were interest in least squares method. In any case, their findings 
are pretty valuable. They asserted that the best fit in function approximation of 
sample data using ANN in the context of least-squares minimizes the sum of 
squared residuals. Residual refers to the variance between observed value and 
fitted value produced by the ANN model). The residual value obtained at each 
step of the iterative refinement is improved upon by adjusting assigned 
weights and recalculating weighted output and the process so continue until 
an optimal solution with least cost is obtained within specified criteria. 
Though training network this way takes time and memory space, it ensures 
delivery resilience in terms of pattern recognition (classification), regression 
(function approximation) and predictive mining (analytics) of future data.

RQ4

In the literature, there are worries that except the open problems of neural 
networks are addressed, their perceived benefits of handling large input para
meters, accurate prediction, and reliable pattern recognition may be a mere 
hype (Deng and Yu 2011). By extension, except the challenges confronting 
neural network-based EDM in higher education are tackled, achieving EDM’s 
perceived benefits of student retention, student progression and cost saving 
through resource optimization would be a mirage (Chen 2010).

In particular, there are worries that since neural networks are computation
ally intensive, hardware challenges involving processor speed and storage 
capacity need to be addressed. Researchers are also concerned that neural 

Figure 3. Distribution of key topics on Cost Function Optimization methods in publication outlets.

1006 E. OKEWU ET AL.



network training take quite some time and resources. Yet another worry is 
theoretical concerns that ANN is a black-box concept with the user having 
little or no understanding of its workings coupled with the heated debate that 
it is a mere biologically-inspired computational concept without being a true 
reflection of the natural neural network that it claims to mimic. There are also 
the nonfunctional (quality) concerns of an EDM expert system that includes 
user data privacy, interoperability, security, scalability, learner mobility, 
among others.

An overview of the level of attention that has been given to the open issues 
of neural network-based EDM in higher education in the literature is pre
sented in Table 6 and Figure 4.

As shown in both Table 4 and Figure 4, analysis of the primary studies 
indicates that 34.7% of researchers that researched on open issues of neural 
network-based EDM in higher education made efforts to identify and resolve 
hardware challenges such as inadequate processor capacity and storage capa
city. They opined that mining valuable information from humongous amount 
of data with complex input parameters such as found in the education and 
other mission-critical application areas require a processor with higher com
putational power than the traditional central processing unit (CPU). Hence, 
research efforts now focus on developing non-von Neuman chip that is 
orientated toward neural parallel processing end-to-end. The research efforts 
have paid up as evident in the emergence of Graphics Processing Unit (GPU) 
and Tensor Processing Unit (TPU).

About 26.1% of researches focused on training issues of neural network. 
The primary studies examined posited that the complexity and duration of 
training a learning machine for it to be considered adequate for generalization 

Figure 4. Distribution of topics on open issues of Neural Network-based EDM for HE in publication 
outlets.
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and effectively predicting output from future input is concerning. The 
researchers argued that presently, training a neural network takes from 
hours to days. They are however hopeful that with advances in neural network 
hardware as highlighted above, the training period will drastically reduce.

Theoretical issues of neural networks also received moderate attention with 
6 papers making 26.1% of researchers that investigated neural network-based 
EDM challenges. While some school of thought criticized ANN as a mere 
biologically-inspired computational paradigm that does not reflect the real 
characteristics of natural neural network, others are worried that it’s black-box 
disposition means users only use without understanding what they are using. 
However, proponents of ANN responded to critics by pointing out that focus 
should be on the positive learning and predictive mining capacity of ANN 
which no other soft computing techniques like fuzzy logic, probabilistic 
reasoning, or evolutionary algorithm has matched.

The least discussed category of open issues are the quality concerns of 
predictive data mining systems like neural network-based EDM systems. 
The quality indicator concerns (Scheffel, Drachsler, and Specht 2015; 
Scheffel et al. 2014) include privacy and ethics, interoperability, and data 
ownership and sharing. Closely following was focus on issues of socially 
equitable learning experience (Wang and Jong 2016), which encompass qual
ity indicators such as affordability, accessibility, portability and availability. In 
addition, researches focused on quality indicators of EDM that deal with 
inclusiveness since education is a social service. The authors opined that 
EDM systems, tools and techniques should be deployed in a manner that 
ensures inclusiveness.

The other quality problems that received attention in the literature though 
to a lesser extent, were learners’ mobility, scalability, and security concerns. 
Efforts committed to these attributes were with a view to finding solutions. 
With the phenomenal growth in the use of mobile technology and its potential 
for promoting learner mobility and educational deepening, EDM researchers 
are making conscious efforts to tackle issues of resource constraints of mobile 
devices (Chatti et al. 2014). In any case, there is a consensus around the claims 
that security and scalability concerns remain thorny issues that need more 
attention if EDM must deliver on its purported benefits.

Discussion

From the foregoing, we can infer that enormous research efforts have been 
committed to making more sense of educational data using data mining 
techniques (Zengin et al. 2011). As a result, advances have been made in the 
building of a wide range of EDM frameworks (Greller and Drachsler 2012) as 
platforms for data-assisted academic advising (Kraft-Terry and Kau 2016; 
Marsh, Pane, and Hamilton 2006; Virvou, Alepis, and Sidiropoulos 2014). 
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Such advisory will improve learning outcomes in higher education through 
prediction (Kaur, Singh, and Josan 2015), (Wanli et al. 2015) and classification 
(Takle and Gawai 2015), (Kaur, Singh, and Josan 2015) of learners’ activities. 
Specific areas that have received priority attention include improving student 
performance (Suchithra, Vaidhehi, and Iyer 2015), identifying student’s beha
vior (Takle and Gawai 2015), predict student performance (Shahiri, Husain, 
and Rashid 2015), predicting slow learners (Kaur, Singh, and Josan 2015), 
predicting student course selection (Ognjanovic, Gasevic, and Dawson 2016), 
reducing learners’ course failure rate (Govindarajan, Kumar, and Boulanger 
2016), and assessing course outcome (Yassine, Kadry, and Sicilia 2016). All 
these will culminate in boosting student retention (Gordon 2016). However, 
more efforts are required in the aspects of modeling student data (Palmer 
2013), (Campagni et al. 2015), (Ferreira and Andrade 2014) and using more 
efficient learning algorithms (Wanli et al. 2015) in order to have more accurate 
predictions, reduce data mining time, and scale down memory space utiliza
tion when processing complex and humongous learner-related data. They are 
also quality problems associated with EDM systems implementation such as 
security, user privacy (Pardo and Siemens 2014), interoperability, scalability 
and learners’ mobility that provide direction for future research.

Apparently, one of the predictive analytic technique fueling EDM revolu
tion is ANN (Retalis et al. 2006),(Vahdat et al. 2015). Based on the findings of 
this SLR, we have acquired an overview of trends in research in the aspects of 
ANN modeling, learning procedures, and cost function optimization which 
are important to EDM researchers and practitioners alike. It is apparent that 
there are advances and new developments in neural network-based EDM such 
as network learning (Retalis et al. 2006), (Vahdat et al. 2015) and the use of 
ensemble methods (Wanli et al. 2015), (Budgaga et al. 2016). For instance, it 
was noted that neural network researchers are optimistic that a neural net
work-based EDM is a promising strategy that can transform the higher 
education sub-sector for sustainable development. Nonetheless, there is need 
for improved models and learning algorithms that will reduce processing time 
and memory utilization during data-based machine learning particularly for 
computationally-intensive fields like EDM. To this end, researchers are redou
bling efforts to close identified gaps in all aspects of neural networks. It is 
worth mentioning that action research commitments overtime has led to 
variants of ANN models such as extreme machine learning, Boltzmann 
machine, deep learning, neuro-fuzzy modeling, and deep learning.

A large number of researchers are using journals and book chapters to 
publish their findings while others are exploring conferences and workshops 
as outlets for reporting their findings. Their choice of journals and book 
chapters as priority outlets of publication implies that the views expressed 
are pretty matured and well tested. Equally, the reports are complete research 
papers that outline reliable findings and verifiable claims. Though ANN is 
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already a relatively old field of research, EDM is in its formative stage. An 
apparent reason for the impressive interest being shown in EDM is its allied 
fields such as statistics, knowledge discovery in databases, data mining, data 
analytics, and of course, machine learning which are very developed in terms 
of practices, technologies, and research development. The combined effect is 
the offering of a platform for the quick maturity of EDM.

Limitations

To enhance decision making and mitigate bias in the categorization process, 
we meticulously verified all the articles selected. This we did after the searches 
and the application of inclusion and exclusion criteria. Yet, we have observed 
that ability to have access to important papers depended on the promptness of 
search strings. It is possible that the search process could extract other relevant 
papers with a different set of search strings. Furthermore, the fact that the 
databases used focused more on prominent journals, books and conferences 
that discussed topics of neural networks and EDM implies that the opinions of 
lowly-rated publications that were not covered by the databases we used, were 
not taken into cognizance. Also, it is probable that conducting additional 
searches in non-English sources could have reduced bias in the work. Even 
after downloading some papers that were written in other languages, we could 
not use them owing to language barrier.

Conclusion

EDM in higher education offers academic advising for strategic intervention in 
terms of adaptive learning which has pedagogical and technological implica
tions, especially in the context of sustainable education development (Abidi 
et al. 2018). In spite of research efforts and advances in the fields of ANN- 
based EDM, more action researches are required to enhance prediction accu
racy, reduce processing time, and scale down memory space utilization. This 
means more research work in the areas of modeling (Shum and Deakin Crick 
2012), (Chatti and Schroeder 2012), (Hoel and Chen 2015a), (Hoel and Chen 
2015b), educational robotics (Burbaite, Stuikys, and Damasevicius 2013) 
(Plauska and Damaševičius 2014) (Štuikys, Burbaite, and Damaševičius 
2013), ontologies (Tankelevičiene and Damaševičius 2010) and learning algo
rithms (Wanli et al. 2015), 193]. For the mention, research advances have led 
to ensemble learning algorithms such as adaptive neuro-fuzzy inference sys
tem (ANFIS), etc. using intelligent technologies like fuzzy logic, ANN, evolu
tionary algorithm, and probabilistic reasoning. Robust student data modeling 
using such ensemble soft computing methods will ensure near-perfect data-fit. 
Also, learning algorithms that find optimal solution in relatively shorter time 
and use less memory space for training machine are expedient. With respect to 
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neural network modeling, learning procedures and cost function optimization, 
this study has unveiled the trend of research efforts in the literature. It equally 
revealed existing gaps that could be addressed by upcoming researchers in 
neural network-based EDM. Furthermore, challenges concerning neural net
work-based EDM have been outlined.

The critical outcomes of this study were derived from the four research 
questions from the view point of modeling, learning procedures, and cost 
function optimization. The motivation for the investigation is the desire for 1) 
more case studies in ANN; 2) more sophisticated implementations of neural 
network-based EDM expert systems; 3) the need for further studies and 
experiments to address hardware challenges of neural network-based 
EDM; 4) quest for improved models and training algorithms that map student 
data at close fit and predict accurately; and 5) support for ANN-based EDM 
system quality attributes like interoperability, privacy, security, scalability, and 
learners’ mobility.

We are of the opinion that the picture presented in this work would be 
useful for researchers in ANN as well as EDM practitioners and domain 
experts, and administrators in higher education. They will leverage on it to 
make useful decisions on how best to harness the huge potentials in learning- 
related data using predictive data mining techniques like ANN. In the event 
stakeholders toe the path of neural network-based EDM, they will find the 
outcome of this study useful when making decisions on appropriate neural 
network model, learning algorithms, and cost function optimization method 
to adopt in any EDM task. We equally believe the study provides a veritable 
guide for future researchers and practitioners in the aspect of identifying 
research pattern, current gaps, and open issues of neural network modeling, 
learning algorithms, and cost function optimization.

Closing the gaps and challenges of ANN-based EDM as identified from this 
systematic review offers ample research direction for future researchers to 
make valued contributions in this relatively new domain.
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