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ABSTRACT 
 

Background: Despite the benefits of Computer Aided Detection (CAD), false detection of breast 
tumour is still a challenging issue with oncologist. A mammography is a non-invasive screening tool 
that uses low energy X-rays to show the pathology structure of breast tissue. Interpreting 
mammogram visually is a time consuming process and requires a great deal of skill and experience. 
Earlier Computer Aided Techniques emphasis detection of tumour in breast tissues rather than 
categorization of breast into Breast Imaging Report and Data System (BI-RADS) which is the 
medically understandable method of reporting.  
Aim: The work centred on developing a CAD system which is capable of not only detecting but 
also categorizing breast tissue in line with BI-RADS scale.  
Methodology: The acquired images were pre-processed to remove unwanted contents. Two stage 
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medical procedural approach was designed to categorize the tissue in breast images into low 
dense (fatty) and high dense. Tumours in the low dense breasts were segmented, and then 
classified as normal, benign and malignant. The developed system was evaluated using sensitivity, 
specificity, false positive reduction, false negative reduction and overall performance.  
Results: The developed CAD achieved 90.65% sensitivity, 73.59% specificity, 0.02 positive 
reduction, 0.04 false negative reduction and 85.71% overall performance.  
Conclusion: The false positive reduction result obtained shows that false detection has been 
minimized as a result of categorization procedure of the breast tissue in mammograms.  
 

 
Keywords: Bi-lateral; BI-RADS; categorization; computer aided detection; pixels; pre- processing; 

segmentation; tumour.                
 

1. INTRODUCTION 
 
Breast cancer originates in breast tissue, which 
is made up of glands for milk production 
(lobules), and the ducts that connect lobules to 
the nipple [1]. Breasts contain both dense tissue 
(glandular tissue and connective tissue, together 
known as fibro-glandular tissue) and fatty tissue. 
Fatty tissue appears dark on a mammogram, 
whereas fibro-glandular tissue appears as white. 
According to [2], it is difficult to detect tumours in 
women with denser breasts because fibro-
glandular tissue and tumours have similar 
density. 
 
The American College of radiology introduced 
Breast Imaging Reporting and Data System (BI-
RADS) categorization. The four categories of the 
density system are: BI-RADS1 represents 
predominantly fatty breast; BI-RADS2-scattered 
fibro-glandular densities; BI-RADS3-breast that is 
heterogeneously dense and BI-RADS4-highest 
level, an extremely dense breast that could 
obscure a lesion [3]. The breast images that 
represent each of the breast tissue 
categorization are shown in Fig. 1. 
 
Different image modalities are used in the 
detection and evaluation of breast abnormalities 

among such is mammography. A mammography 
is a non-invasive screening tool recommended 
for young women who have symptoms of breast 
cancer or have a high risk of breast cancer, as 
well as for women older than 40 years even if 
there is no sign of the disease [4]. In spite of the 
benefits of mammography in detection of 
abnormal cells in the breast, visual interpretation 
of mammogram is a time consuming process and 
requires a great deal of skill and experience. 
However, image interpretation can be improved 
using computational advancement [5]. Therefore, 
there is need for better, inexpensive and 
automatic methods for cancer detection and 
evaluation. CAD is a secondary tool design for 
radiologist to detect breast cancer. The goal of 
Computer Aided Detection (CAD) is to improve 
radiologist’s performance by indicating the sites 
of potential abnormalities, to reduce the number 
of missed abnormality, and by providing 
quantitative analysis of specific regions in an 
image to improve diagnosis. 
 
Pattern recognition methods are widely used in 
computer vision system to analyze and recognize 
the image content. According to [6], processes in 
pattern recognition and classification include: 
Data acquisition (test data), pre-processing 
(including segmentation), feature extraction,

 

 
 

Fig. 1. Mammograms with differing mammographic breast densities 
(a) predominantly fat; (b) fat with some fibroglandular tissue; (c) heterogeneously dense; (d) 

extremely dense [3] 
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classification, post processing, and decision. This 
work developed a Computer Aided Detection 
(CAD) system that analysis digital mammograms 
to detect breast tumour and classify 
mammograms into normal, benign or malignant. 
Computer vision technique, which involves 
medical procedural approach, segmentation 
technique, feature extraction and a classification 
technique were used in the design of the system.  
 
2. RELATED WORKS 
 
There are several research work on 
categorization of mammograms based on breast 
density. Miller & Astley [7] used granulometry 
and texture energy to classify breast tissue into 
fatty and glandular breast types, while Taylor et 
al. [8] classified fatty and dense breast types 
using an automated method of extracting the 
Region of Interest (ROI) based on texture. Bovis 
and Singh [9] analysed two different classification 
methods, which are four-class categories 
according to the BI-RADS system and two-class 
categories, differentiating between dense and 
fatty breast types. The results showed that the 
classification based on BI-RADS system for the 
four-class categories (average recognition rate, 
71.4%) is a challenging task in comparison to the 
two-class categories (average recognition rate, 
96.7%). Zhou et al. [10] classified breast density 
into one of four BI-RADS categories according to 
the characteristic features of grey level histogram 
and found that the correlation between computer-
estimated percentage dense area and radiologist 
manual segmentation was 0.94 and 0.91 with 
root-mean-square (RMS) errors at 6.1% and 
7.2%, respectively, for Cranio-Caudal (CC) and 
Medio-lateral Oblique (MLO) views.   
 
In [11], breast mammogram image was divided 
into three regions using variance histogram 
analysis and discriminant analysis. Then, classify 
it to four categories, which are fatty, mammary 
gland diffuseness, non-uniform high density, and 
high density, by using the ratios of each of the 
three regions. Bovis & Singh [9] estimated 
features from constructed Spatial Grey Level 
Dependency matrices and trained multiple 
Artificial Neural Net-works (ANN) to achieve two-
categories (BI-RADS I and II versus BI-RADS III 
and IV) and four categories parenchymal pattern 
classification. 
 
Oliver Malagelada [12] used Bayesian 
combination to categorize mammography Image 
Analysis Society (MIAS) breast images into 
dense and fatty breast according to the BIRADS 

lexicon. Torrent et al. [13] used an approach by 
[14], which adopted a Bayesian combination of 
decision tree and the k-Nearest Neighbour (KNN) 
algorithm to classify the breast according to BI-
RADS categories. Oliver et al. [15] implemented 
KNN classifier to classify breast tissue into fatty 
and dense. Teixeira [3] presented a tool that 
detected breast edges, dividing the mammary 
structure and the background of the image, 
identify density region and then classified 
mammograms by density through computation 
techniques such as local statistics and texture 
measures to divide the mammograms in fat or 
dense. Their results show that the cancer risk 
increases to four times in women with density 
above 75%.  
 
3. BREAST TISSUE CATEGORIZATION 
 
The complete framework for breast tissue 
categorization and detection of breast tumour is 
presented in Fig. 2 while the flow chart of the 
developed system is shown in Fig. 3. 
 

 
 

Fig. 2. Framework of the developed system 
 

The acquired breast images were pre-processed, 
in order to remove artefacts and suppress 
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pectoral muscle using regional description 
technique as explained in [16] Mammogram 
density categorization entails bilateral 
comparison of pairs of breast image to detect 
suspicious region in the breast image and setting 
a pixel value ( sT ) to 0.1 for the image, which 

aided in identification of high dense breast. The 
intensity value is in line with density value used 

by [17] to characterized breast background 
tissue. The BI-RADS categorization of breast 
images was done in line with the American 
College of Radiology (ACR) recommendation. 
Region of interest is extracted from low dense 
(fatty) breast images to aid detection of breast 
tumour.  

 

ST

ST

 
Fig. 3. Flow chart of the developed system 
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Breast tissue categorization is essential due to 
the fact stated by [18] that "Breast area with high 
dense tissue caused decrease detection of 
cancers". The breast tissue categorization 
procedure was done by pixel to pixel comparison 
of bilaterally rotated and complementary breast 
pair. The original right and left MLO (Medio-
lateral Oblique) images are shown in Fig. 4 (i) 
and (ii) tagged as RIm  and LIm  respectively. 
The right breast image was flipped and tagged 
as 1Im R , in order to have the same orientation 
with left breast thereby, making the comparison 
process simpler as shown in Figs. 4 and 5.  
 
After flipping, a threshold value of 161 out of 0-
255 range in an 8-bits coded greyscale image 
was set for high intensity pixel. The pixel intensity 
score for each was estimated for each pair of the 
breast image by checking if 1ImR  and LIm are 
greater than the set threshold (161). The 
absolute difference of 1ImR  and LIm LIm  was 
determined using the equation below:  
 

( ) ( )
05.0

1024

ImIm
2

1

≥
−∑ ∑ LR PP

  
          

Another threshold value of 0.05 out of 0-1 range 
in an 8-bits coded greyscale image was set, to 
compare the absolute difference value. The 
breast image with higher pixel intensity score 
was picked, if the absolute difference is greater 
than the set threshold (0.05). In a case where 
there is a sharp difference in the piecewise 
comparison, the pair with higher value of pixels 

intensity is picked, suspected to be cancerous 
and classified to BI-RADS3. 
 
Breast (physiological and pathological) pattern 
identification, the second phase of breast density 
categorization is necessary in order to see a 
correlation between breast density and an 
increased risk of breast cancer. The two 
approaches of categorizing mammogram into 
class are four-class and two-class approach. 
Four class approach  are ACR standard category 
as stated in Table 3, while the two-class 
approach was derived from the four ACR 
standard way of categorising breast image as 
type1 were categorized as low density breast 
while type2, type3 and type 4 were categorized 
as high density. This two-class approach from 
mammographic risk assessment point of view 
might be more appropriate than four-class 
division [12].  
 
The developed system followed the existing work 
which pre-sorted mammograms into "fatty" and 
"dense" categories; so that the "dense" can be 
read by a more experienced mammographer. 
This stage entails using a pixel value to know the 
characteristic of background tissue of the images 
(fatty or dense). An intensity value of pixel was 
set to 0.1 out of 0-1 range in an 8-bit coded 
greyscale image, which was used to determine 
the percentage of the highly dense breasts. Any 
image that has a pixel value above this set value 
was categorised as highly dense breast 
otherwise they are categorized as low dense 
breasts. The highly dense breast images were 
categorized as BI-RADS0 (additional imaging 
evaluation is required). 

                      

  
 

Fig. 4. Original MLO  images of the  
(i) right (ii) left 

 
Fig. 5. (i) Flipped right  (ii) original left 

 



 
 
 
 

Adepoju et al.; BJAST, 11(5): 1-12, 2015; Article no.BJAST.20039 
 
 

 
6 
 

In order to detect breast tumour, salient features 
from the segmented regions following the 
technique in [19] were put into Multiclass Support 
Vector Machine (MSVM) to classify images into 
normal, benign and malignant. The results of the 
developed CAD system were evaluated using, 
sensitivity (ability to identify abnormal 

mammograms), specificity, false positive 
reduction, false negative reduction and accuracy. 
The metrics that were used for the evaluation of 
breast background tissue characteristics are: 
sensitivity and (SE) specificity (SP) and accuracy 
as stated below:      

 
 

   ,   ,               
                   , 
 
                                                                 and 
 
 
 
4. ALGORITHM FOR BREAST IMAGES BILATERAL COMPARISON 
 
The algorithm for the bilateral comparison of breast images of the same object is  given below. The 
algorithm was experimented on the pre-processed breast images. 
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5. RESULTS AND DISCUSSION 
 
The result obtained at the first stage of the breast 
tissue categorization shows that 160 out of 320 
pre-processed images were suspected of 
abnormality. Specificity of ACR types 1, 2, 3 and 
4 are 73.59%, 90.57%, 96.23% and 96.23% 
respectively as shown in Table 1. The 
specificities at ACR type2, ACR type3, and ACR 
type4 indicate that it will be difficult to identify 
abnormality in the mammogram which is in line 
with [18] that 'women with more than 75% 
density had an increased risk of breast cancer ', 
therefore another imaging evaluation is required. 
Sensitivity of ACR types 1, 2, 3 and 4 are 
90.65%, 61.68%, 20.56% and 5.6%respectively 
as shown in Table 1. The sensitivity (90.65%), 
specificity (73.59%) and overall accuracy (85%) 
at ACR type1 show that abnormality can easily 
be identified with fatty tissue in the 
mammograms at higher rate than other ACR 
type in the category. 
 
Different threshold values, between 0-255 of the 
8-bits coded greyscale image, were tested to 

ascertain optimal density value for the fatty 
breast. At threshold values of 173, 175,177,179 
and 181, the Sensitivity obtained were 89.72%, 
89.72%, 84.11%, 81.31% and 77.57% 
respectively, while the optimal Sensitivity value 
was at threshold 171, which gave 90.65%. 
According to [20], the larger number of false 
positive and fewer number of false negative 
confirmed the presence of malignant tumour, 
further investigation must be undertaken. It was 
observed from Table 2 that at threshold value 
171, the larger number of false positive and the 
fewer the number of false negative compare to 
other threshold values show that majority of the 
images negated by the algorithm are fatty 
breasts, therefore identification of abnormality 
will be easier. 
 
Some of the output images of the highly density 
score were shown in Fig. 6. The patients that are 
in this category will need other screening method 
in future, in order to clarify that there is no 
abnormality.  
 

 

 
        

Fig. 6. Predominantly dense mammogram at density value greater than 90% 
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Table 1. The results of ACR breast tissue types 
 
Metrics Results ACR type Density percentage 

value (%) 
Sensitivity 
(%) 

Specificity 
(%) 

Accuracy 
(%) 

TP 97 1 (fatty breast) <10 90.65 73.59 85.00 
FP 14 
TN 39 
FN 10 
TP 66 2 (Fibro-glandular 

dense) 
25-50 61.68 90.57 71.25 

FP 5 
TN 48 
FN 41 
TP 22 3 (Heterogeneous 

dense) 
50-75 20.56 96.23 45.63 

FP 2 
TN 51 
FN 85 
TP 6 4 (Extremely 

dense) 
75> 5.61 98.11 36.25 

FP 1 
TN 52 
FN 101 

 
Table 2. Results of breast tissue characterization at different threshold value 

 
Metrics Results Threshold value Sensitivity (%) Accuracy (%) 
TP 
FP 
TN 
FN 

97 
14 
39 
10 

 
171 

 
90.65 

 
85.00 

TP 
FP 
TN 
FN 

96 
9 
44 
11 

 
173 

 
89.72 

 
87.50 

TP 
FP 
TN 
FN 

96 
9 
44 
11 

 
175 

 
89.72 

 
87.50 

TP 
FP 
TN 
FN 

90 
8 
45 
17 

 
177 

 
84.11 

 
84.38 

TP 
FP 
TN 
FN 

87 
7 
46 
20 

 
179 

 
81.31 

 
83.13 

TP 
FP 
TN 
FN 

83 
5 
48 
24 

 
181 

 
77.57 

 
81.88 

 
The bar chart in Fig. 7 shows the sensitivity and 
accuracy at different threshold values. The 
accuracy of breast density categorization 
obtained from the developed system was 
compared with existing similar works as shown in 
Table 3. An accuracy value of 85% was 
observed, which is better compare with [9] which 
reported 71% accuracy and [21] which reported 
accuracy of 76%. In [12] where an accuracy of 
86% was reported, a four-class approach and a 

different database (Digital Database for 
Screening Mammography (DDSM)) were used. 
The developed system followed two-class 
approach of combination because, only fatty 
breast make the abnormality detection easier. 
Also, the mammographic risk assessment point 
of view will be more appropriate in the developed 
system than the existing four-class approach. If 
any other ACR type of breast tissue is combined 
with the ACR type1 (fatty), there may be an 
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increase in false positive, causing mislabel of 
affected patient as normal patient. 
 
The developed algorithm was implemented in 
MATLAB version 11. Out of 49 images classified, 
there were 28 ''normal'', 12 ''malignant'', and 9 
''benign''. The results obtained from classification 
stage are as shown in Table 4. It was observed 
at threshold value of 0.900, 27 were correctly 
classified as ''normal'', while 1 was misclassified 
as ''malignant (false positive), 10 were correctly 
classified as ''malignant'', 2 were wrongly 
classified as ''normal'' (false negative), 5 were 
correctly classified as ''benign'' while 4 were 
wrongly classified as ''normal''. The false positive 
reduction and false negative reduction at 
threshold of 0.900 were 0.02 and 0.04 
respectively. This process was repeated for other 
threshold values. 
 
Different threshold values, between 0-1 of the 8-
bits coded greyscale image, were tested to 
determine the nature of the classified 
mammogram. At threshold values of 0.900, 
0.915, 0.925, 0.935 0.945 and 0.950, the 
Sensitivity obtained were 83%, 83%, 83%, 57%, 

33% and 33% respectively, while the overall 
classifier performance at this threshold were 
85.71%, 79.59%, 75.51%, 75.51%, 69.39% and 
69.39% respectively. It was observed that the 
overall classifier performance at 0.900 was 
85.71%, which is higher than 79.59% and 
75.51% of threshold values (0.915) and (0.925) 
respectively. The overall performance of the 
classifier at threshold value (0.900) is the best 
compared with other threshold values in the 
table. 
 
Normal mammograms were classified as BI-
RADS1, benign form of tumour were classified as 
BI-RADS2 while malignant form of tumour were 
classified as BI-RADS5, using BI-RADS 
assessment. Some of the results of the classified 
mammograms are shown in above Fig. 8(a-c). 
The Graphic User Interface (GUIs) figures show 
examples of normal mammogram, benign and 
malignant. Also, the GUIs indicate the reference 
result to bench mark the result of the developed 
system. It can be observed from the GUIs that 
the mammograms are correctly classified by the 
MSVM.  

 

 
  

Fig. 7. Bar chart showing breast tissue categorization at different threshold values 
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Table 3. Comparison of breast tissue categorization based on two-class approach result with four-class approach existing works 
 
Author Method Database used Class combination approach Categorization accuracy 
(Eden, et al. 2012) [4] Classifier-based MIAS Four-class 71% 
(Ojo , et al. 2014) [16] Classifier-based MIAS Four-class 76% 
(Torrent, et al. 2008) [13] Texture-based DDSM Four-class 86% 
Developed system  Pixel-based MIAS Two-class 85% 

Two class approach: fatty breast=low density; fibro-glandular, heterogeneously dense, homogeneously dense=high density  
 

Table 4. Overall performance of multi-SVM classifier using confusion matrix 
 

Threshold value Actual class Metrics 
 

Results 
 

Sensitivity False positive 
reduction 

False negative 
reduction 

Overall classifier 
performance  Normal Malignant Benign 

0.900 N 
M 
B 

27 
1 
0 

2 
10 
0 

4 
0 
5 

TP 
FP 
TN 
FN 

10 
1 
36 
2 

83.00% 
 

0.02 
 

0.04 85.71% 
 

0.915 N 
M 
B 

25 
2 
1 

2 
10 
0 

5 
0 
4 

TP 
FP 
TN 
FN 

10 
2 
35 
2 

83.00% 
 

0.04 
 

0.04 79.59% 
 

0.925 N 
M 
B 

25 
3 
0 

2 
10 
0 

6 
1 
2 

TP 
FP 
TN 
FN 

10 
4 
33 
2 

83.00% 
 

0.068 0.04 75.51% 
 

0.935 N 
M 
B 

25 
3 
0 

3 
9 
0 

6 
0 
3 

TP 
FP 
TN 
FN 

9 
3 
34 
3 

57.00% 
 

0.06 
 
 

0.06 75.51% 
 

0.945 N 
M 
B 

27 
1 
0 

5 
7 
0 

9 
0 
0 

TP 
FP 
TN 
FN 

7 
1 
36 
5 

33.00% 
 

0.02 
 

0.10 69.39% 
 

0.950 N 
M 
B 

27 
1 
0 

6 
5 
1 

6 
1 
2 

TP 
FP 
TN 
FN 

5 
2 
35 
7 

33.00% 
 

0.04 
 

0.14 69.39% 
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  (a)                (b)        (c) 

 
Fig. 8. Matlab GUI for (a) normal (b) benign (c) malignant 

 

6. CONCLUSION 
 
This article has reported breast tumour detection 
from breast tissue categorisation using Medical 
procedural approach. The developed system 
assisted in identification of suspicious 
mammograms and identification of dense and 
fatty breasts. The classification of the segmented 
mammogram into normal, benign and malignant 
achieved a better false positive reduction (0.02) 
and false negative reduction (0.04) and thus 
provided an improved method for detection and 
classification of breast tumour in terms of overall 
performance.  
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